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Editorial
DR AMANDA DAVIES
Editor, Assistant Professor Policing and Security at the Rabdan Academy, Abu Dhabi

The technological advances society is 
experiencing bring both advantages and 
disadvantages to our daily lives and the 
pace at which such technology changes is 
similarly reflected in the manner in which 
criminal networks adapt these technological 
developments to support their illegal activities.

Welcome to the March 2021 edition. 
Globally, in the world of law enforcement 
and policing the data indicates the Covid-
19 pandemic did not place a brake on 
criminal activity, it influenced the rate of 
the types of crimes being committed – 
including online/cyber crime. Organised 
crime continued, aided and abetted by 
the advances in technology, in particular 
encryption technology to enable 
undetected communication networks 
to operate. The successful dismantling 
of the encrypted network, EncroChat 
in 2020 as a result of collective efforts 
of law enforcement across the world 
highlighted not only the extent to which 
criminals reach in order to continue 
‘business as usual’ during the upheaval of 
living with a pandemic it also highlighted 
the commitment and extensive expertise 
of our law enforcement agencies. 
Such dedication and focus on disrupting 
encryption supported criminal activity 
requires support from governments and by 
association legislation to enable effective 
application of crime fighting strategies.

The Australian law enforcement 
experience with encrypted phones being 
a mainstay of criminal activity whilst 
not new was highlighted in the 2018 
joint Canadian/Australian successful 
shutdown of the Canadian encrypted 

communications service Phantom Secure. 
As was anticipated, a ready alternative, 
Ciphr was immediately in play as ‘crime 
does not sleep’ and law enforcement had 
a new target.

The use of encryption technology 
is underpinning a wide range of crime 
typologies, including cybercrime, serious 
organized crime and terrorism and as has 
been witnessed in prosecutions, the rate 
at which encryption and the intentional 
hiding of data and communication is 
involved in criminal activities is on the 
increase. As reported by David Murray 
(Criminals Targeted for encrypted phones) 
it is lucrative business and one of the key 
challenges for law enforcement is the 
intrinsic mobile nature of the activity.

Enabling our law enforcement 
agencies to be equipped with effective 
and adequate tools including legislative 
powers is central to strategic and 
operational plans for counter attacking 
the extent and influence of encryption 
supported crime.

In a climate in which criminal activity 
is dependent on agility and adaptability 
as evidenced in the rapid transition from 
one encryption serviced network to a 
replacement, authority and legislative 
power needs to be, as a minimum, 
enabling the efforts of law enforcement.

The technological advances society 
is experiencing bring both advantages 
and disadvantages to our daily lives 
and the pace at which such technology 
changes is similarly reflected in the 
manner in which criminal networks 
adapt these technological developments 
to support their illegal activities. 
As discussed by Jon Hunt-Sharman 
(President’s Report), reviewing the 
application of legislation such as the 
Australian Assistance and Access 
Act and the influence on investigation 
and ultimately prosecution of criminal 
activities demonstrates the relationship 
between legislation, empowerment 
of law enforcement, and criminal 
prosecution.

The body of literature informing on 
the role of encryption technology and 
its impact on criminal activity, is slowly 
emerging, due to the nature of this 
technology and the parallel increase in 
law enforcement resourcing dedicated 
to investigate and expose this area of 
crime, it is anticipated the monitoring 
and evaluation of the efforts of law 
enforcement will continue to develop. 
This will be an area of continuing interest 
nationally and internationally, and we look 
forward to presenting updates in future 
journal editions.
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President’s Foreword
JON HUNT-SHARMAN
President, Committee of Management, Australasian Institute of Policing

As a matter of general principle, the Australasian Institute of Policing 
(Aipol) is of the view that our members within policing and law enforcement 
are greatly assisted and protected when laws providing law enforcement 
agencies with intrusive powers are clear, precise and unambiguous in their 
terms and their interaction with other legislation.
Clarity in decision-making criteria, 
limitations and grounds where such 
powers may be exercised, are not just 
critical for providing public assurance 
about the use of those powers, but are 
absolutely critical in protecting police 
and law enforcement practitioners in the 
exercise of their duties. The findings of the 
Royal Commission into the Management of 
Police Informants demonstrates the pitfalls 
for policing practitioners of not having 
unambiguous legislation, policies and 
procedures to support their actions.

In 2018 Aipol supported the 
Telecommunications and Other Legislation 
Amendment Act 2018 (commonly known 
as the Assistance and Access Act) as we 
believed that it was important that police 
and law enforcement officers have the 
protections of unambiguous legislation in 
relation to accessing encrypted material 
during criminal investigations.

The Assistance and Access Act 
amended a range of Commonwealth 
legislation to empower law enforcement 
and national security agencies to 
request, or compel, assistance from 
telecommunications providers. It also 
established powers which enable law 
enforcement and intelligence agencies 
to obtain warrants to access data and 
devices, and amended the search 
warrant framework under the Crimes Act 
and the Customs Act to expand the ability 
of law enforcement agencies to collect 
evidence from electronic devices.

At the time, the legislation was 
controversial as Australia was one of 
the first countries to legislate lawful 
protections and powers for intelligence 
and law enforcement agencies within the 
encrypted space.

This issue again has become 
topical as as result of a current review 
of the Assistance and Access Act by 

the Parliamentary Joint Committee on 
Intelligence and Security.

There is a view, particularly from 
some tech companies and civil libertarian 
groups, that the legislation should be 
repealed.

It is the view of Aipol that any 
weakening of the Assistance and Access 
Act will have significant negative impact 
on police and law enforcement agencies 
combatting organised crime syndicates 
and investigating serious crime in Australia.

Many overseas governments 
have avoided any official standpoint 
on encryption. For example many 
governments in the European Union (EU) 
have taken a non-legislative approach 
to encryption with the EU subsequently 
focused on enhancing the technical 
capabilities already available within Europol 
and revamping Europol as the European 
Centre of Expertise on Encryption.

Other countries, such as Australia, 
France, UK, USA, Canada and New 
Zealand have enacted legislation on 
law enforcement and national security 
grounds. This legislative capability 
has arguably led to the most effective 
exposure and dismantling of organised 
crime syndicates globally.

For example, in 2018 the NSW Crime 
Commission, the AFP the ACIC, the FBI 
and the RCMP conducted an operation 
into a Canadian security firm, Phantom 
Secure, which offered encrypted 
messaging and chat services as well as 
encrypted devices. This operation led to 
the takedown of Phantom Secure globally 
and the imprisonment of Phantom 
Secure CEO Victor Ramos. The Court 
also ordered Ramos to forfeit $80 million 
as proceeds of the crime, as well as 
specifically identified assets, including 
international bank accounts, real estate, 
cryptocurrency accounts, and gold coins.

Criminal organisations used Phantom 
Secure smartphones to facilitate the 
distribution of wholesale quantities of 
cocaine, heroin and methamphetamines 
throughout the world, including the 
United States, Australia, Mexico, Canada, 
Thailand and Europe.

Among others, Ramos’ clients 
included the Sinaloa drug cartel of 
Mexico, a global drug-trafficking and 
illicit gambling organisation run by 
Owen Hanson, now serving a 21 years 
prison sentence. It also included the 

continued on page 6

It is the view of Aipol that any weakening 
of the Assistance and Access Act will 
have significant impact on police and 
law enforcement agencies combatting 
organised crime syndicates and 
investigating serious crime in Australia.
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continued from page 5

Hells Angels in Australia, who used the 
phones to coordinate several killings.

In 2020, French authorities hacked 
into encrypted Encrochat phones 
and shared the data with international 
counterparts, secretly accessing more 
than 100 million messages over several 
months leading to international arrests 
throughout world of major crime figures, 
significant disruption of various criminal 
activities, including pedophile, drug 
and money laundering syndicates. The 
operation also resulted in huge seizures 
of cash, drugs and firearms, identified 
significant official corruption, prevented 
kidnapping and executions and stopped 
international drug shipments to Australia.

Aipol believes that the Assistance 
and Access Act is world leading and 
proportionate, balancing civil rights and 
economic imperatives, whilst supporting 
law enforcement and national security 
capabilities.

Opponents of the legislation tend 
to exaggerate the powers under the 
Assistance and Access Act. This is 
important legislation and it is important that 
our members and the general public are 
aware of the facts rather than ‘hype’ from 
some media and special interest groups.

So how successful has the 
Assistance and Access Act been?
In the 12 months prior to the legislation 
being passed, Cyber Security Minister 
Angus Taylor advised that 200 cases had 
arisen where investigations for serious 
crimes had been impacted by the inability 
to access that data under the existing 
legislation.

Minister Angus Taylor stated at the time:
“The risk here is that criminals, 

terrorists, peadophiles and drug 
smugglers are getting away with their 
crimes without us being able to hold them 
to account.”

There have been some significant results 
under the Assistance and Access Act.

During the current Parliamentary 
review the Department of Home Affairs 
has advised that:
 § in 2018 and early 2019, agencies 

have used the industry assistance 
and computer access based powers 
in the Act to support their lawful 
investigations and operations into 
transnational, serious and organised 
crime, cybercrime and serious crimes 
against persons;

 § agencies have also been working with 
providers on national security matters.

The Department of Home Affairs also 
advised that:
 § the AFP has used the industry 

assistance framework in support of their 
lawful activities. To date all requests 
for assistance have been provided 
voluntarily pursuant to technical 
assistance requests (TAR) TARs;

 § the AFP has found its engagement 
with industry to be positive and 
cooperative;

 § computer access warrants are 
necessary and the ability to escalate 
to this level of access is critical to 
operational effectiveness. The AFP 
takes the application of such intrusive 
powers very seriously and with due 
consideration. These warrants have 
been used in a very measured and 
considered way and have provided 
access to evidence that had not 
previously been available.

Statistics on AFP use of 
Assistance and Access Act powers
The AFP’s use of the Assistance 
and Access Act powers, specifically 
the number of Technical Assistance 
Requests (TARs), Technical Assistance 
Notices (TANs) and Technical Capability 
Notices (TCNs) under the industry 
assistance framework, is reported annually 
in line with the Telecommunications 
(Interception and Access) Act 
1979 (TIA Act) and Part 15 of the 
Telecommunications Act 1997.

Likewise, the AFP’s use of Computer 
Access Warrants (CAWs) is reported 
annually in line with the Surveillance 
Devices Act 2004 (SD Act).

Industry Assistance
Under the Assistance and Access Act the 
AFP issued eight (8) TARs. These related 
to investigations into cybercrime, drug 
importation and the threat of transnational 
serious and organised crime.

No TANs or TCNs have been issued 
by the AFP, and no State or Territory police 
forces sought the AFP Commissioner’s 
approval to issue TANs under the industry 
assistance framework.

The AFP experience is that 
Schedule 1 of the Act has accelerated 
cooperation from industry, with providers 
increasingly willing to assist due to 
the Act providing legal certainties and 
assurances regarding the commercial 
scope and impact of requests.

The fact the AFP has not sought 
any TANs or TCNs to date, does not 
indicate these provisions are not required. 
The AFP has advised that it demonstrates 
the effectiveness of the Act’s tiered 
approach.

Computer Access Warrants
Under the Assistance and Access Act 
the AFP has obtained twenty three (23) 
CAWs, two of which were extended. 
An additional one (1) CAW application 
was refused by the issuing authority, due 
to concerns that a physical computer had 
to be identified.

The AFP obtained 16 computer access 
warrants under schedule 2, which related 
to drug trafficking, cybercrime, terrorism 
and corruption investigations.. Eleven of 
these computer access warrants related 
to counter-terrorism investigations.

AFP operational case examples
The below case examples demonstrate 
the benefits of the Assistance and 
Access Act powers:
Cybercrime – Remote Access Trojan 
malware (before court)
This matter involved an investigation into 
the possession and use of “Imminent 
Monitor – Remote Access Trojan” 
(IM-RAT) malicious software (malware). 
The malware allowed remote and secret 
control over a victim’s computer and 
other devices, to access and view files, 
record keystrokes and activate the 
computer’s web camera.

A statistically high percentage of 
Australian-based purchasers of IM-RAT 
(14.2%) are named as respondents on 
domestic violence orders, and one of the 
purchasers is also registered on the Child 
Sex Offender Register.

Without these powers, the AFP 
would have been unable to proactively 
investigate and capture relevant data and 
evidence stored in Australian and other 
participating countries, or identify victims 
and prosecute users of this malware. 
The powers also enabled the AFP, and 
it’s partners, to identify and stop other 
serious crimes, including computer 
misuse, fraud, dealings in the proceeds 
of crime, narcotics and sexual offences.

An overt search warrant would 
have alerted the criminals using this 
malware, precluding further identification, 
disruption and prosecution on ancillary 
offending being facilitated by the malware. 
A traditional search warrant would only 
yield a limited subset of the customer 
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database (noting the purchase may be 
made in cryptocurrency and untraceable), 
and this would not have assisted proactive 
or the targeting of investigations on the 
users of the malware.

Outcomes
As at 30 November 2019 in relation to 
this investigation:
 § 85 warrants had been executed 

internationally
 § 434 devices have been seized 

(laptops, phones and servers etc.)
 § 13 people have been arrested 

(none yet in Australia)
 § The website selling the malware has 

been taken down.

Importation of illegal drugs
The AFP used the enhanced search 
warrant provisions, to execute a section 3E 
search warrant on a premises, following 
the suspected importation of illegal drugs 
which were procured with cryptocurrency 
via a dark web marketplace.

During execution of the search warrant, 
the accused was served a notice to assist 
in accordance with the updated section 
3LA provisions. Following consideration 
of the order and being advised of the new 
penalties (up to 10 years imprisonment), the 
accused provided the AFP with passwords 
to a number of devices, as well as a 
number of cloud-hosted accounts through 
which he had facilitated the importation.

This demonstrates the utility of 
increased section 3LA penalties. 
Through the provision, the AFP was able 
to successfully access, identify and 
collect otherwise secure and encrypted 
communications and digital records as 
evidence of the alleged offending.

Cybercrime DDOS attack on 
government infrastructure 
(before court)
The AFP used the Act’s powers 
during an eight-month investigation 
into the use of a carriage service to 

make threats, identify data sets of 
compromised personal information, 
inform Australian government and public 
telecommunications infrastructure of 
cyber vulnerabilities and compromise 
and prevent online fraud. This was a 
parallel investigation to a State police 
operation investigating dedicated denial 
of service attacks against their own 
telephone infrastructure.

The Act’s powers were of significant 
benefit in this investigation, as they 
enabled the AFP to obtain evidence 
from multiple electronic systems used 
by the alleged offender to commit 
a variety of offences. Information 
obtained using the Act’s powers also 
identified further avenues of police 
enquiry, filled significant evidentiary 
gaps in relation to the alleged offending, 
and better-directed police resources 
in relation to this investigation. 
A significant proportion of material 
obtained using these powers is relied 
on in a brief of evidence in relation to 
the accused.

Outcomes
Two men were charged on 14 June 2019 
with offences including:
 § Unauthorised access to data held 

on a computer;
 § Using a carriage service to make 

a threat or cause serious harm;
 § Dishonestly obtaining or dealing 

with personal financial information;
 § Sabotage; and
 § Firearm offences.

Example of State Police use of the 
Assistance and Access Act
Industry Assistance
Under the Assistance and Access Act the 
NSW Police issued thirteen (13) TARs 
which related to:
 § Murder – s.18(1) Crimes Act 1900 

(NSW)
 § Conspiracy to murder – s.26 Crimes 

Act 1900 (NSW)

 § Discharge firearm with intent – s.33(A)
(1) Crimes Act 1900 (NSW)

 § Participate in a criminal group – 
s.93T(1) Crimes Act 1900 (NSW)

 § Attempted robbery whilst armed with 
a dangerous weapon – s.344A/97(2) 
Crimes Act 1900 (NSW)

 § Manufacture prohibited drugs – 
s.24(1) Drug Misuse and Trafficking 
Act 1985 (NSW)

 § Supply prohibited drugs on an 
ongoing basis – s.25A(1) Drug Misuse 
and Trafficking Act 1985 (NSW)

 § Supply prohibited drugs – s.25(1) 
Drug Misuse and Trafficking Act 1985 
(NSW)

 § Supply prohibited drugs (commercial 
quantity) – s.25(2) Drug Misuse and 
Trafficking Act 1985 (NSW)

 § Possess unauthorised prohibited 
firearm – s.7(1) Firearms Act 1996 
(NSW)

 § Acquisition of firearms – s.50A 
Firearms Act 1996 (NSW)

Conclusion
Aipol believes it is important that the 
Assistance and Access Act is put 
into perspective and that it not be 
demonised by those who have not 
educated themselves of the actual, 
powers, protections and safeguards 
within the legislation or the positive 
benefits it’s powers provide law 
enforcement and national security 
agencies in the fight against those who 
wish to cause harm to Australia and 
Australians.

Law enforcement and national 
security agencies have always 
possessed lawful access under 
appropriate legislation to view 
documents, access premises, utilise 
listening devices and/or telephone 
intercepts. Through appropriate 
legislation, infringement upon privacy 
is limited, targeted, proportional 
and reviewable. Criminals are using 
encrypted communications. Without 
the additional powers and safeguards 
provided within the ‘Assistance and 
Access Act’ law enforcement and 
national security are unable to detect, 
prevent, or solve sophisticated serious 
and organised crime.

The Assistance and Access Act 
should be seen as ‘enabling legislation’. 
It supports traditional law enforcement 
investigative powers where there is 
encryption crime and encryption savvy 
criminals.

The risk here is that criminals, terrorists, 
peadophiles and drug smugglers are 
getting away with their crimes without us 
being able to hold them to account.
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Law enforcement agencies are examining 
ways to fight back against specially 
modified encrypted mobile phones that 
have become central to organised crime.

The most dominant encrypted phone 
service in the Australian underworld, 
Ciphr, has in recent months alone been 
connected to massive drug importations, 
multimillion-dollar cash seizures, 
kidnappings and torture.

As many as 10,000 encrypted Ciphr 
phones are estimated to be in use 
nationwide, law enforcement sources say.

It’s a lucrative business in its own 
right, with users paying $2500 every 
six months to be able to communicate 
securely with other criminals.

Frustrated investigators say the 
encrypted phones are needed only for 
serious and organised crime, and are 
considering prosecutions of people found 
in possession of the devices. There are 
also high-level talks in law enforcement 
agencies on whether the phones can be 
explicitly outlawed to shut them down.

NSW Crime Commission executive 
director for criminal investigations 
Tim O’Connor said the agency was 
considering a special project looking at 
encrypted communications. “We’re going 
to look at the laws seriously. At the end 
of the day, these are just for criminals,” 
he said.

Australian Federal Police commander 
for transnational operations Richard Chin 
said encrypted phones were “not aimed 
at your average citizen involved in 
legitimate activity”.

“They are used … across 
sophisticated money laundering, drug 
importations and trafficking and the sorts 
of crimes of violence that surround that 
industry,” Commander Chin said.

A former NSW Comanchero outlaw 
bikie now living in Dubai, Marco Coffen, 
is suspected by authorities to have 
bought the Australasian distribution rights 
for Ciphr. Coffen is a person of interest 

in the murder of security guard Gary 
Allibon, shot in the back during a robbery 
of a cash-in-transit van in Sydney’s CBD 
in 2010.

Australian criminals switched to Ciphr 
in droves after Australian authorities 
helped shut down Canadian encrypted 
communications service Phantom 
Secure in 2018. Phantom Secure 
stripped BlackBerry devices of cameras, 
microphones, GPS navigation and 
other features, and equipped them with 
encrypted messaging software.

Ciphr’s modified Samsung and 
BlackBerry phones are similarly equipped 
to avoid prying eyes. The phones can be 
instantly and remotely wiped if seized.

Phantom Secure founder and chief 
executive Vincent Ramos was jailed for 
nine years in 2019 and ordered to forfeit 
$80m as proceeds of crime generated by 
the business in 10 years.

US state attorney Robert Brewer said 
at the time that Ramos was “going to 
prison because he provided violent, drug 
trafficking organisations with a hi-tech 
tool that enabled them to co-ordinate their 
crimes while staying in the shadows”.

Authorities estimated about half 
of Phantom Secure’s 20,000 devices 
worldwide were in Australia when it was 
shut down.

Salvatore Formica and Pierino 
Forni, accused of being part of a crime 
syndicate that tried to bring more than 
half a tonne of cocaine into Australia 
on a light aircraft via PNG last year, 
were found with Ciphr phones.

Separately, Brisbane man Simon 
Cross had a Ciphr phone when 
Queensland police pulled over his car 
on the Pacific Motorway in July and found 
$4.4m stashed inside.

Ciphr did not respond to a request 
for comment this week.

In a major blow to organised crime, 
French authorities last year hacked into 
encrypted Encrochat phones and shared 
the data with international counterparts, 
secretly accessing more than 100 
million messages over several months. 
The operation resulted in huge seizures 
of cash and firearms, exposed official 
corruption, prevented kidnappings and 
executions and stopped international 
drug shipments to Australia.

Blackberry phones were the choice of criminals until the Canadian encrypted communications service 
Phantom Secure was shut down in 2018.

Criminals targeted 
for encrypted phones
9 January 2021

BY DAVID MURRAY
National Crime Correspondent The Australian
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Trouble on line for criminals 
using encrypted phones
9 January 2021

BY DAVID MURRAY
National Crime Correspondent The Australian

The title of biggest law enforcement bust in the world last year belongs to 
the investigators who cracked an encrypted mobile phone network called 
Encrochat, and took down the organised crime groups that thought their 
communications impregnable.

arrests, intercepted more than two tonnes 
of drugs and “mitigated 200 threats to 
life”; it had also seized £54m in cash and 
weapons including submachine guns, 
grenades and many thousands of rounds 
of ammunition.

Dutch police swooped on a shipping 
container converted into a torture 
chamber, equipped with a dentist’s 
chair, hedge cutters, pliers, scalpels and 
handcuffs. Six other containers at the 
same warehouse in Wouwse Plantage, 
near the Belgian border, were intended 
as prisoner holding cells. Photos of the 
containers were found on Encrochat 
phones, tipping authorities off.

Law enforcement agencies said 
organised crime workings had been laid 
bare in a way never before seen, and 
announced Encrochat-linked arrests in 
The Netherlands, Norway, Sweden and 
France.

“It was as if we were sitting at the 
table where criminals were chatting,” 
said Jannine van den Berg, chief 
constable of Dutch police Central Unit.

Encrochat and other encrypted 
phone firms like it — in Australia the 
most popular in the criminal underworld 
is now Ciphr — take standard phones 
and modify them so that only those 
with the device can read the encrypted 
messages.

Cameras, microphones, GPS 
navigation and other features are 
removed, and the phone’s data can be 
instantly and remotely wiped if it falls 
into the wrong hands. A set number 
of incorrect attempts to guess the 
password also triggers self-destruction 
of incriminating conversations.

In July, it was announced that 
French authorities had secretly 

hacked into Encrochat phones and 
with international counterparts 
had been monitoring encrypted 
messages, in real time, for 
months. More than 100 million 
messages containing the deepest 
and darkest secrets of crime 
gangs had been accessed by 
law enforcement officers.

There were more than 
60,000 Encrochat subscribers 
worldwide, primarily in Europe 
but some further afield, and 
almost all of them were 
involved in serious criminal 
activity. They were paying 
thousands of dollars every 
six months for the privilege of 
hatching their plans securely.

Investigators pored over 
every word as kingpins 
and their middlemen 
planned vast drug 
smuggling operations and 
arranged kidnappings 
and executions, their 
discussions free and open 
in a manner they would 
never have contemplated 
on ordinary phones.

The results were 
stunning. In Britain, the 
National Crime Agency 
launched Operation 
Venetic to sift through the 
avalanche of evidence.

The NCA said in 
July that in Britain alone 
it had overseen 746 
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French authorities found a way to 
install malware on Encrochat’s phones 
that allowed them to read messages 
before they were encrypted.

By September, Dutch police had 
set up a team to investigate corruption 
exposed in the messages, while further 
information was gleaned about lawyers, 
real estate brokers and other professional 
facilitators who grease the wheels of 
organised crime.

Unsurprisingly, there were ramifications 
in Australia. The NCA says that by last 
month a total of two tonnes of cocaine, 
MDMA and methamphetamine headed 
to, or in, Australia had been seized in 
connection to the Encrochat intercepts.

One payload of almost 450kg of 
MDMA, hidden in the modified boom of an 
excavator, was shipped into the Port of 
Brisbane from the UK in March last year.

Intercepted Encrochat messages 
detailed the shipment’s plans and 
included hand-drawn illustrations of 
the $79m concealment, a slam dunk 
for investigators to seize and arrest. 
Encrochat, once the device of choice 
for Europe’s gangsters, is no more. 
In June, its operators realised it was 
under attack and told users: “Due to the 
level of sophistication of the attack and 
the malware code, we can no longer 
guarantee the security of your device … 
Power off and physically dispose of your 
device immediately.”

It was too late.
Australian law enforcement agencies 

were previously involved in a similar feat 
when they joined forces with the FBI and 
Royal Canadian Mounted Police to shut 
down a pioneer of encrypted phones.

Phantom Secure was founded in 2008 
by Canadian Vincent Ramos. Not long 
after, Australian authorities started seeing 
Mexican drug runners bringing encrypted 
Phantom BlackBerry devices to town.

“They caught on quite quickly with the 
local crew. The Comancheros pushed 
them big time,” a law enforcement source 
tells Inquirer.

When Australian media reported 
in 2014 that Phantom devices were 
hampering murder investigations, Ramos 
privately wrote that it was “the best 
verification on what we have been saying 
all along … it can’t get better than that”.

Ramos’s mistake was to tell 
undercover agents in Las Vegas that 
Phantom Secure was built specifically to 
facilitate drug trafficking. US authorities 
charged him with knowingly providing 
crime syndicates with the encrypted 
infrastructure to carry out their illicit 
business.

Unlike the later Encrochat bust, 
Phantom’s encryption was never breached. 
So while Phantom was shut down and 
Ramos was jailed for nine years, users 
switched seamlessly to rival products.

In Australia, almost everyone has 
swapped to Ciphr. Up to 10,000 Phantom 
devices were in Australia, or almost half 
the worldwide users — the same number 
of encrypted Ciphr phones now estimated 
by law enforcement to be in use across 
the country.

Ciphr is based in Canada but 
was pushed hard by former NSW 
Comanchero Marco Coffen, based in 
Dubai, who was believed to have secured 
the Australasian distribution rights, 
the law enforcement source says.

If you wanted to do business with a 
Comanchero you tended to have to have 
a Ciphr.

Ciphr phones have vaults within 
vaults, helping protect drug ledgers 
and other sensitive data. USB ports are 
disabled so they can’t do anything except 
charge the phones.

“We have not struck any legitimate 
companies or businesses using them, 
because they’re very expensive and 
there’s other forms of communication 
which can be almost as secure and you 
don’t pay the exorbitant fees,” the source 
said.

“You look at really any high-end 
organised crime arrest or seizure that’s 
occurred in Australia in the past 12 
months and there would be very few that 
didn’t involve Ciphrs.”

In Europe, criminals are believed to 
have predominantly moved to Sky ECC 
encrypted phones, big with the Hells 
Angels. If Australian authorities see 
Sky ECC phones, they suspect an Angels 
connection.

Other new players are jostling for a 
piece of the action in Australia, including 
Diamond Secure, believed by law 
enforcement to be linked to a former 
South Australian Hells Angels bikie now 
based in Europe.

The NSW Crime Commission 
warned in its 2020 annual report that 
encrypted networks were “now regarded 
as essential tools for organised crime 
networks”.

It said it was essential “that both the 
commission and other Australian law 
enforcement agencies develop long-term 
strategies” in response.

Almost 450kg of MDMA hidden in an excavator at Brisbane. Picture: Supplied by AFP

The NSW Crime 
Commission 
warned in its 2020 
annual report that 
encrypted networks 
were “now regarded 
as essential tools 
for organised crime 
networks”.
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Decrypted: Phantom Secure takedown 
a ‘significant blow’ against Australia’s 
organised crime networks
19 Mar 2018

SARA BARKER

A collaborative effort by Australian, US and 
Canada law enforcement agencies has 
busted a Canadian security firm for allegedly 
providing secure, encrypted communications 
to the organised crime market.

Phantom Secure offered encrypted 
messaging and chat services to 
customers, according to its website.

However, law enforcement agencies say 
the company has been providing specially-
designed devices for the organised crime 
market – and may have been the first 
encrypted communication platform available 
on a wholesale scale in Australia.

The platform was the single largest 
supplier to Australia’s organised crime 
market, with approximately 10,000 
devices sold in Australia alone.

Criminals were able to use Phantom 
Secure’s services and devices to conduct 
unrestricted and secure communications 
‘beyond the capability of law enforcement 
interception’, a press release from the 
Australian Federal Police says.

“According to court documents, 
Phantom Secure advertised its products 
as impervious to decryption, wiretapping 
or legal third-party records requests. 
Phantom Secure also guaranteed the 
destruction of evidence contained within 
a device if it was compromised, either 
by an informant or because it fell into the 
hands of law enforcement,” a statement 
from the US Department of Justice adds.

Phantom Secure has now been 
dismantled by a number of law 
enforcement agencies, who worked 
together to disable the platform and the 
secure devices used on it.

Five men, including Phantom Secure 
CEO Vincent Ramos, were indicted in 
the United States last week. Other men 
charged include Kim Augustus Rodd, 
Younes Nasri, Michael Gamboa, and 
Christopher Poquiz.

According to the Australian Federal 
Police, the men are charged with 
“Knowingly participated in a criminal 
enterprise that facilitated the transnational 
importation and distribution of narcotics 
through the sale and service of encrypted 
communications”.

The United States Government was 
also involved in the takedown through 
the Federal Bureau of Investigation (FBI). 
This is the first time the US has targeted a 
company and its principals for aiding and 
abetting criminal firms.

“The disruption of the Phantom 
Secure platform has been one of the 
most significant blows to organised crime 
in Australia,” comments New South Wales 
Crime Commission’s executive director of 
Criminal Investigations Division, Timothy 
O’Connor.

Using this equipment, criminals have 
been able to confidently communicate 
securely and control and direct illicit 

activity like drug importations, money 
laundering and associated serious, 
often violent criminal offending, yet have 
remained removed from these criminal 
acts,” adds Australian Federal Police 
Assistant Commissioner of Organised 
Crime, Neil Gaughan.

The bust was a joint effort between 
the Australian Federal Police, the US 
Federal Bureau of Investigation, the 
Royal Canadian Mounted Police (RCMP), 
the Australian Criminal Intelligence 
Commission, New South Wales Crime 
Commission, New South Wales Police, 
Queensland Police, Victoria Police, South 
Australia Police, the Australian Taxation 
Office and AUSTRAC.

According to RCMP organised crime 
assistant commissioner Jim Gresham, the 
investigation is a prime example of law 
enforcement agencies coming together 
from around the world and collaborating.

“We remain committed to investigating 
and disrupting these illegal activities that 
adversely affect each of our communities.”

The Australian Federal Police 
continues to work with the FBI, RMCP 
and other partners on the case. Further 
arrests and charges have not been 
ruled out.

Authorities are also aware of similar 
platforms, some of which have direct 
connections to Phantom Secure, which 
are also under investigation.
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Abstract:
The use of end-to-end encryption services by terrorists and criminals has led many of the world’s security and law 
enforcement agencies to emphasize the need for exceptional access: a backdoor in encryption. The debate involves 
governments and private parties, and can be approached through the different prisms of privacy, national security, and 
economics. This article provides historical background and context on the issue of government access to encryption, before 
focusing on the Dutch government’s position on encryption. In January 2016 the Netherlands was the first country to adopt 
an official and unambiguous standpoint that ruled out backdoors in encryption. Building on interviews conducted with 
policymakers in various ministries, the authors elucidate the decision making process and identify key factors that led to 
the government’s position. The impetus provided by Parliament, the role of the NGO Bits of Freedom, and an approach that 
transcended sectoral interests all contributed. While the unique political context and culture of the Netherlands complicates the 
application of lessons identified to other countries, the case study does illustrate how a multistakeholder process can lead to a 
clear standpoint of ruling out backdoors in encryption.

Key words: encryption backdoors, exceptional access, privacy, national security, cybersecurity policy, encryption policy

Yates, 2015). On the other hand, digital 
rights movements and academics, 
particularly from the technical community, 
have pointed out how weakening 
encryption affects not just the target 
group of terrorists and criminals, 
but also negatively impacts everyone 
using encrypted services (Abelson et 
al., 2015). This debate is still ongoing, 
with several governments espousing the 
contradictory position of emphasizing 

public’s encrypted data, by means of 
a special access backdoor. On one 
side, law enforcement agencies and/or 
intelligence and security services have 
argued that encryption has prevented 
them from accessing terrorists’ and 
criminals’ communications. In political 
discourse this has been described 
as terrorists having “safe spaces” 
online, with law enforcement agencies 
“going dark” (BBC, 2017; Comey & 

Introduction
Following a wave of terrorist attacks in 
2015, most notably the Charlie Hebdo 
shooting in Paris, the issue of encryption 
again became subject to political debate 
in various Western countries. The debate, 
like earlier debates in the 1970s and 
1990s, focused on which types of 
encryption should be available to the 
general public and whether government 
agencies should have access to the 

No Backdoors:  
Investigating the Dutch 
Standpoint on Encryption
Policy & Internet, Vol. 10, No. 2, 2018

JEROEN VEEN AND SERGEI BOEKE
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the importance of encryption, while at 
the same time seeking to compel service 
providers to undermine it by building in 
special access measures (Abelson et al., 
2015; Anderson et al., 1998).

The dilemma surrounding encryption 
is not new. A similar debate played 
out in the 1990s when the Clinton 
administration proposed inserting a 
chip (the “Clipper Chip”) into mobile 
phones to allow government agencies 
to bypass the encryption of mobile 
voice calls. Government access was to 
be limited to specific circumstances, 
and only when permitted by a 
warrant. In what is referred to as the 
first “Crypto Wars,” the U.S. debated 
building backdoors into software, 
weakening encryption standards, and 
imposing (further) restrictions on the 
export of encryption technology. The 
Clipper Chip was eventually dropped 
and the U.S. government relaxed export 
controls on encryption technologies 
(Blaze, 1994; Kehl, Wilson & Bankston, 
2015). After the start of the Snowden 
leaks in 2013, the demand for end-
to-end encryption in communication 
services increased significantly, with 
new applications such as WhatsApp and 
Signal incorporating this by default. At 
around the same time, the Islamic State/
Daesh terrorist group began carrying 
out attacks in the United States and 
Europe, and in several cases encrypted 
communications services were used 
in preparing these attacks (Sanger & 
Perlroth, 2015; Sehabat, Mitew, & Alzoubi, 
2017). The debate on encryption has 
pitted law enforcement proponents 
arguing for exceptional access, against 
privacy advocates, large companies, 
and the IT community advocating 
ubiquitous encryption.

Some governments have been more 
explicit on the issue of encryption than 
others. In the United States, the Federal 
Bureau of Investigation (FBI) took 
Apple to court to obtain access to an 
iPhone after the San Bernardino attack 
in December 2015. The FBI wanted 
access to the deceased terrorist’s phone; 
Apple said it did not possess the access 
code and did not want to compromise 
security for all its customers (Farivar, 
2016). The FBI dropped the case when 
it managed to break the encryption of 
the phone in question, allegedly with the 
assistance of an Israeli company called 
Celebrite (Fox-Brewster, 2018). Ultimately, 
the case was not about unlocking a 
single phone (which was eventually done 
by exploiting existing weaknesses), but 
the FBI’s desire to be able to access 
any iPhone with a warrant (Zetter, 
2016). President Obama proposed a 
middle way during an interview in 2016, 
stating “You cannot take an absolutist 
view on this. If your view is strong 
encryption no matter what and we can 
and should create black boxes, that 
does not strike the balance that we’ve 
lived with for 200 or 300 years. And it’s 
fetishizing our phones above every other 
value. That can’t be the right answer” 
(Machkovech, 2016). While there is an 
ongoing debate between tech companies 
and governments on what the former 
should do to limit terrorist use of their 
platforms, many governments seem to 
avoid official standpoints on encryption. 
There is one exception: the Netherlands. 
In 2016 the Dutch government published 
a statement that supported encryption 
in principle, and opposed interference 
with encryption methods. This was a 
somewhat remarkable departure from 
Dutch developments in the 1990s, when 

a draft law proposed to ban cryptography 
from those without an official license 
(Koops & Kosta, 2018).

This article investigates the 2016 
Dutch Cabinet position on encryption, 
focusing on how and why the government 
reached its official standpoint. We first 
provide some background on encryption, 
backdoors and the public debate, and 
then discuss three different approaches 
to the dilemma of exceptional access. 
Recognizing that the broader domains of 
economics, national security, and privacy 
are impacted by encryption, the article 
develops these prisms as reference 
frameworks for the debate. By formulating 
the advantages and disadvantages of 
backdoors when approached through 
the prisms of economics, national 
security, and privacy, a comprehensive 
overview of competing values can be 
elucidated. We then describe the process 
leading to the Dutch government’s 
position on encryption and the actors 
involved. To do this, we have used official 
documents and conducted confidential 
semistructured interviews with civil 
servants, politicians, and representatives 
of NGOs that were involved in the 
formulation of the government standpoint. 
Following the analysis, we can identify 
several factors that have contributed to 
this outcome. While these factors are in 
some cases tied to the unique political 
context and culture in the Netherlands 
and thus cannot be transposed directly 
onto other countries with different 
institutional arrangements, they can offer 
potential lessons for situations where the 
pendulum has still not swung one way or 
the other.

continued on page 16
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The Debate on 
Encryption
Encryption is, arguably, a fundamental 
technology that underpins the Internet 
and (cyber) security as a whole. It 
helps ensure that the transmitter and 
designated recipient of personal 
messages (or the holder of certain 
data) remain the only parties that have 
access to the content. In the 1970s, Diffie 
and Hellman introduced the concept 
of public and private keys to enable 
secure communications over a public 
medium (Diffie & Hellman, 1976), and 
this was implemented in one of the first 
public-key cryptosystems, described 
by Rivest, Shamir and Adleman in 1977 
(and subsequently known by the acronym 
“RSA”). The resulting communication 
possibilities contributed to the notion 
that cryptography could pose a problem 
for national security (Levy, 2001). 
For a government, gaining access to 
communications is sometimes necessary 
to safeguard (national) security or as 
a part of law enforcement. There are 
various names for concepts that facilitate 

ex ante access, including golden keys, 
use of key-escrow and backdoors. 
While these work in different ways, they 
all result in a third party being able to 
access the content of two other parties’ 
communications. This option has to be 
built into the product. Other methods for 
ex post access include the traditional 
wiretap and decryption orders. Both, 
however, can be problematic. Lawful 
interception of communications that are 
end-to-end encrypted is impossible; even 
the telecommunication providers do not 
possess the cryptographic key to unlock 
the content. As for decryption orders, 
these can violate the privilege against 
self-incrimination, a fundamental right in 
many jurisdictions (Koops & Kosta, 2018). 
Moreover, this method is more suited 
to law enforcement, and is generally 
predicated on having the suspect (and 
device) available. This is often not the 
case in intelligence work, where, for 
example, a possible terrorist suspect is not 
yet a suspect as defined by criminal law.

The ensuing debate on encryption 
did not focus on special access itself 
but rather on the technical (mostly 
mathematical) notion that the addition 

of special access to encryption protocols 
weakens these protocols. The Internet’s 
technical community, responsible for 
the development of standards and 
protocols, has traditionally been skeptical 
of government interference in this field. 
In 1996, the Internet Engineering Task 
Force (IETF) published a memo on the 
importance of cryptographic technology 
as Request For Comment (RFC) 1984; 
alluding to George Orwell’s literary 
masterpiece on surveillance (IETF, 1996). 
The first major instance where intelligence 
agencies feared that they would 
“go dark” occurred when encryption 
was built into mobile phones (then 
delivering just voice services). In part to 
mitigate this, the U.S. National Security 
Agency (NSA) developed the Clipper 
Chip to be added to these phones to 
allow law enforcement special access 
(Kehl et al., 2015). In the end, the Clinton 
administration stopped the Clipper plans, 
both because they could technically be 
bypassed and for market reasons (Blaze, 
1994). While U.S. companies could 
legally be obliged to build in the chip, this 
was not the case for companies based 
outside the United States. As such, global 
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businesses and individuals could just 
buy a non-U.S. product if they wanted 
a product without a back door (Kehl, 
Wilson, & Bankston, 2015).

This first so-called “crypto war” was 
predominantly a U.S. affair. The recent 
debate, labeled the “second crypto wars” 
by some, is more international in scope. 
Governments in Europe and Australia 
have called for backdoors while other 
countries like Russia, China, and India 
have taken action to limit encrypted 
services (Australian Government, 2018; 
Kravets, 2015; Lomas, 2016; Mozur, 
2015). This time, the exceptional access 
requested is not achieved by inserting a 
chip into a phone, but requires adapting 
the code of hardware (e.g., phones) as 
well as software, such as messaging 
platforms, to allow special access. 
Nevertheless, in essence the debate 
revolves around the same principles, 
as attested by several publications. 
In the 1990s, a joint paper by a group of 
technical experts in the field concluded: 
“The deployment of key-recovery-based 
encryption infrastructures to meet law 
enforcement’s stated specifications 
will result in substantial sacrifices in 
security and greatly increased costs to 
the end-user” (Anderson et al., 1998, 
p. 9). In 2015, a new paper by some of 
same authors stated: “We have found 
that the damage that could be caused 
by law enforcement exceptional access 
requirements would be even greater 
today than it would have been 20 years 
ago” (Abelson et al., 2015, p. 2).

The position toward encryption 
varies significantly among nation states. 
Three main categories can be identified. 

First, there are countries like Russia 
and China that force service providers 
to comply with stringent national 
laws. Russia banned the messenger 
application Telegram in 2018, although 
it remains widely accessible through 
virtual private networks and the number 
of users has actually increased since. 
India has requested that Internet Service 
Providers explore how Instagram/ 
Facebook/WhatsApp/Telegram and 
other mobile apps can be blocked on 
the Internet (Pahwa, 2018). A second 
category consists of countries that 
emphasize the dangers of encryption to 
national security and law enforcement, 
and propose legislation to prevent their 
agencies “going dark.” Examples are 
Australia, France, the United Kingdom, 
and the United States. The third 
category involves nations that have 
clearly stated that strong encryption is a 
positive development and resist calls to 
support the incorporation of back doors. 
The Estonian government agency that 
coordinates cyber security, for example, 
has argued that building back doors into 
e-services would significantly reduce 
trust in the digital state, and therefore 
opposes it in principle (Information 
System Authority, 2017). The Netherlands, 
however, seems to be the only country 
that has to date formulated an official 
government standpoint on the issue.

The spate of terror attacks in France 
was instrumental in reigniting the debate 
on encryption in Europe. While not the 
first attack by Islamic terrorists, the 
shooting at the office of Charlie Hebdo 
in January 2015 was followed by multiple 
terrorist attacks, leading to a firmer 

political demand for access to encrypted 
data. In 2016, the French Interior 
Minister proposed a global initiative 
to tackle the problems encountered 
due to encryption, and planned talks 
with his German counterpart, stating 
“Messaging encryption, widely used 
by Islamist extremists to plan attacks, 
needs to be fought at international level” 
(Masnick, 2016). Earlier that year, the 
French Parliament voted in favor of fines 
for technology companies that did not 
cooperate fully in investigations linked to 
terrorism (France-Presse, 2016). At the 
time of writing, the debate on encryption 
is still current in France, though the 
political climate is more nuanced than at 
the start of 2016. At that time, the French 
government was contemplating laws that 
would outlaw strong encryption altogether 
(Howell O’Neill, 2016b). Nonetheless, 
the French Secretary of State said that 
encryption backdoors were “not the 
right solution” (Howell O’Neill, 2016c; 
Thomson, 2016).

The U.K. government, after several 
terrorist attacks on British soil, also 
made strong statements on the issue 
of encryption. In 2015, Prime Minister 
David Cameron stated: “The question 
we must ask ourselves is whether, as 
technology develops, we are content 
to leave a safe space—a new means 
of communication— for terrorists to 
communicate with each other. My answer 
is no, we should not be” (Bienkov, 
2015). Cameron appeared to question 
whether any form of communication 
that is not readable by the government 
should be allowed to exist (Gilbert, 
2015). The nation’s signals intelligence 
service, the Government Communications 
Headquarters (GCHQ), surprisingly took 
a more nuanced position, with its director 
speaking out against weakening end-to-
end encryption and adding backdoors 
(Weitzner, 2016). In a response to a E.U. 
Council questionnaire, the U.K. noted that 
their law enforcement authorities “almost 
always” encounter encryption in the 
course of criminal procedures. The U.K.’s 
Investigatory Powers Act, which was 
made law at the end of 2016, allows 
the executive to compel communication 
providers to remove encryption applied 
to any communications or data. Many 
analysts, however, recognize that this 
will face significant practical challenges 
(Hern, 2017).

“The question we must ask ourselves 
is whether, as technology develops, 
we are content to leave a safe 
space—a new means of communication— 
for terrorists to communicate with each 
other. My answer is no, we should not be”
Then UK Prime Minister David Cameron

continued on page 18
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Three Prisms 
on Encryption
There has been no shortage of 
academic literature on encryption. 
Much research, however, has been 
confined to well-defined and narrow 
conceptual frameworks. Using both 
qualitative as well as quantitative data, 
Sivan-Sevilla (2018) illustrates that 
privacy is often lost to national security 
in the U.S. policy process. Mueller and 
Badiei (2019) argue that the popular 
assertion that human rights can be 
advanced through the design of the 
Internet’s architecture and standards is 
not borne out by the evidence. Not only 
can different rights conflict with each 
other, it remains difficult to foresee how 
certain technologies will affect these 
rights, and designers’ intentions are 
often dictated by economic incentives, 
laws, and policies. An exploration by 
Wolff (2016) found clashes between 
opposing factions in the security debate 
displaying similar vocabularies but 
leading to contrasting conclusions, 
rooted in differing views on the 
ingredients for a secure Internet. These 
detailed analyses constitute elements 
of the broader societal debate on the 
benefits of encryption, and a holistic 
approach should integrate values and 
principles from different domains. From a 

conceptual standpoint, three overarching 
prisms can be distilled through which 
actors approach encryption technologies. 
These encompass economics, national 
security, and privacy. Each of these three 
core concepts is impacted by encryption. 
When used as a singular prism for 
analyzing its effects, they determine to 
a large extent the position taken in the 
debate. The arguments transcend national 
frontiers, although the behavior of states 
and the role of geopolitics influences 
practicalities. After all, the technical 
and business community, as well as the 
nongovernmental sector that promotes 
(digital) human rights, are international 
in their outlook and advocacy. Each 
community or sector has specific interests 
to defend in the debate on encryption, 
and their particular arguments and 
concerns merit an in-depth analysis.

The Economic Prism
The economic arguments for strong 
encryption can revolve around demand, 
supply, and the ability of states to 
regulate or influence the behavior of 
global (technology) companies. From 
the perspective of demand, encryption 
technology forms the basis of much of 
the trust in today’s economic contracts. 
Online banking and shopping depend 
on it. In a report by Hagemann and 
Hampson (2015, p. 24) that analyzed 
growth in economic sectors dependent 

on encryption, they concluded that 
“it is clear that there are immense, 
semiquantifiable benefits to be attributed 
to the proliferation of strong and easily 
accessible cryptographic protocols.” 
Besides business requirements, demand 
for encrypted personal communication 
increased significantly after the Snowden 
revelations starting in 2013. Whether 
warranted or not, perceptions of mass 
government surveillance have led to a 
new market for end-to-end encryption 
(Howell O’Neill, 2015; Kuchler, 2014). 
In general, though, the primary goal of 
strong encryption is to protect users 
against cybercrime, rather than against 
government eavesdropping.

On the supply side, the companies 
that provide encrypted services need to 
abide by different national laws. A case 
concerning web services provider Yahoo! 
in 2000—concerning Nazi paraphernalia 
offered on its U.S. auction website, which 
was accessible in France—illustrated how 
digital corporations are just as bound 
by the jurisdictions of the countries they 
operate in as companies dealing in 
physical goods or services (Goldsmith & 
Wu, 2006). Any change to a state’s laws 
will alter, either positively or negatively, 
the ability of a company to continue to 
operate in a given market. Changes to the 
terms of use and production of encryption 
technologies will impact an economy, 
and in particular large sectors that rely 
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on this technology, such as telecom, 
Internet, and hosting services. Changes 
in encryption legislation will also have an 
impact on other sectors where privacy 
and confidentiality are paramount, such 
as legal services, journalism, and finance. 
If end-to-end encryption is prohibited or 
by-passed with a backdoor, then trust in 
the confidentiality of information will be 
undermined. This could hinder business 
confidence and diminish the economic 
climate. Legislation forcing companies 
to adapt (ex ante) the design of their soft 
and hardware is, however, much more far 
reaching than ex post measures, which 
can only oblige a provider to do what the 
given technology permits.

While governments have the 
formal ability to obligate backdoors in 
encryption, this faces significant practical 
hurdles. Economic incentives and market 
dynamics can be just as effective in 
influencing behavior as government 
laws, and sometimes pull in an opposite 
direction (Lessig, 2006). Technology 
companies like Facebook, Apple, 
Google, and Amazon have an influence 
(and wealth and power) that can surpass 
those of nation states. In August 2018, for 
instance, Apple was the world’s biggest 
company by stock value, with its market 
cap reaching a trillion dollars. This is 
considerably more than, for instance, 
the Dutch GDP, and the company’s 
revenues surpass those of most of the 
world’s governments (Galloway, 2017). 
By implementing end-to-end encryption, 
Apple can effectively set the world 
standard for communication security, 
and the chances are slim that any liberal 
democracy will deprive its citizens of 
access to the latest iPhone technology. 
The U.S. could feasibly force Apple to 
comply with new U.S. laws on backdoors, 
but the political will to really do so seems 
lacking. As of yet, the American executive 
branch has been extremely reluctant 
to regulate digital behemoths such as 
Apple and Google. These market leaders 
share a strong position on encryption, as 
formulated by the Information Technology 
Industry Council that represents them 
and many others: “[w]eakening security 
with the aim of advancing security simply 
does not make sense” (Gibbs, 2015). 
If the technology sector unambiguously 
implements end-to-end encryption, there 
is little that states, especially small ones, 
can do to prevent this.

From a customer or consumer 
perspective, a globalized economy 

offers a plethora of retailers from which 
to choose. If a country wants to ensure 
lawful access to communications, 
it will need to ban all applications like 
WhatsApp, Telegram, or Signal, or force 
them to install backdoors. Either they 
choose an absolute path whereby 
every service is brought under the 
country’s control by banning popular 
Western services and platforms, or 
they permit them, thereby allowing 
the customer free reign. China has 
successfully banned many Western 
sites and services, including Google, 
Facebook, and YouTube, replacing them 
with alternative platforms such as Weibo 
and WeChat; services that must comply 
with the government’s censorship and 
surveillance requirements (Chin, 2017). 
Half-way options, such as the Russian 
blockade of the Telegram website will 
probably remain ineffective and leave 
citizens the option of using other available 
encrypted services (Marechal, 2018). 
In the modern era the availability of 
such products is evident: a 2016 study 
showed the existence of “865 hardware 
or software products incorporating 
encryption from 55 different countries” 
(Schneier & Seidel, 2016). Encrypted 
services are proliferating, and according 
to the economic prism this is both a 
positive development and one that 
governments should not hinder.

The National Security Prism
The national security prism produces 
the most outspoken proponents of 
curbing encryption technologies. From a 
principled view, there has never been a 
space, area or communication platform 
that has been inaccessible to government 
when deemed necessary and in 
accordance with a warrant. Privacy, after 
all, while a fundamental human right, 
is not an absolute one, and in some 
cases must be weighed against other 
collective values. As the Australian Prime 
Minister Malcolm Turnbull has argued, 
“the privacy of a terrorist can never 
be more important than public safety. 
Never.” (Grant, 2018). Whether opening 
letters, accessing properties and planting 
microphones/cameras, or eavesdropping 
on communications, governments have 
always possessed lawful access, and 
have often handled it in legally correct 
fashion, ensuring that the infringement 
on privacy was targeted, limited, 
and proportional. Now, many current 
crimes are coordinated through online 

services—often encrypted—leaving 
security and law enforcement agencies 
unable to solve or prevent crimes. 
In 2017, James Comey, Director of the 
FBI, described this as an increasing 
shadow in the room: “First six months 
of this fiscal year, FBI examiners were 
presented with over 6,000 devices for 
which we have a lawful authority search 
warrant or court order to open and 46 
percent of those cases we could not 
open those devices with any technique. 
That means half of the devices that 
we encounter in terrorism cases, in 
counterintelligence cases, in gang cases, 
in child pornography cases, cannot be 
opened with any technique. That is a big 
problem. And so the shadow continues to 
fall.” (Washington Post, 2017).

Various other governments, including 
those of the U.K. and the Netherlands, 
have similarly cited the problem of law 
enforcement agencies “going dark” 
(Bienkov, 2015; Pelgrim & Kas, 2015; 
Vance et al., 2015). This contrasts 
with the idea that we are currently in 
a golden age of surveillance (Swire & 
Ahmad 2012, p. 470), where ubiquitous 
interconnectivity allows security services 
access and insights that was previously 
impossible. Nonetheless, the security 
sector is not monolithic in its outlook—
with national security services generally 
arguing for backdoors, but foreign 
intelligence agencies, and specifically 
signals intelligence services, instead 
supporting strong encryption. As such, 
the directors of both the NSA and GCHQ 
have spoken in favor of end-to-end 
encryption and against undermining it 
through the installation of backdoors. 
These signals intelligence (and cyber) 
agencies are tasked with keeping 
national communications secure, while 
at the same time breaking the encryption 
of their state and non-state adversaries. 
Security and intelligence services operate 
in a different regime/paradigm than law 
enforcement agencies, with other laws, 
organizational cultures, and modus 
operandi (Boeke, 2017a). According 
to the former director of the NSA and 
CIA Michael Hayden, “encryption is a 
law enforcement issue more than an 
intelligence issue, because, frankly, 
intelligence gets to break all sorts of 
rules, to cheat, to use other paths.” 
(Howell O’Neill, 2016a). For Hayden, 
intelligence agencies can circumvent the 

continued on page 20
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problems posed by encryption through 
bulk data and metadata collection. 
Since the precise capabilities and 
limitations of these techniques remain 
classified, a good open source cost/
benefit analysis of limiting encryption 
versus metadata collection is still lacking.

The argument from the national 
security prism is therefore a principled 
one.

Governments have always reserved 
the right of exceptional access to 
private communications, in the interest 
of public safety. Security services and 
law enforcement agencies infringe, by 
their very nature, on the privacy of a 
targeted few, but must do so legally 
and proportionally. The creation of “safe 
spaces,” where terrorists, criminals, and 
pedophiles can “roam unimpeded” is 
therefore undesirable from this position. 
Nonetheless, law enforcement agencies 
(and security and intelligence services) 
can also use lawful hacking as an 
access technique. Though governments 
keep asking for ways into encrypted 
communication, hacking back has 
arisen over the recent years as a more 
acceptable option (Koops & Kosta, 
2018), with Bellovin et al. (2014, p. 69) 
concluding that “The use of vulnerabilities 
to accomplish legally authorized 
wiretapping creates uncomfortable 
issues. Yet we believe the technique 
is preferable for conducting wiretaps 
against targets when enabling other 
methods of wiretapping, such as by 
deliberately building vulnerabilities into 
the network or device, would result in less 
security.” Alongside the exploitation of 
vulnerabilities, governments can employ 
companies like Celebrite and Grayshift, 
which are able to crack encrypted 
devices. For privacy advocates, it will 
remain important to distinguish between 
lawful hacking, collecting metadata, or 
installing backdoors, as these all have 
different implications for privacy and 
national security.

The Privacy Prism
There has been much research on 
decision making concerning privacy and 
national security issues, notably in the 
field of surveillance studies. The privacy 
prism renders encryption with a backdoor 
equivalent to no encryption. Privacy 
advocates advance three main arguments 
against lawful access; one based on 

principle and two on the practical 
downsides and implications of such a 
policy. The first focuses on trust: should 
the government be entrusted with such 
a capability in the first place, and can 
it be trusted to use it only in exceptional 
circumstances and after proper authority? 
There is a real risk that governments 
will be unable to resist the temptation 
of misusing such a powerful capability. 
The field of Internet censorship provides 
an example of how many governments 
across the globe expanded initially 
limited restrictive policies to more 
expansive campaigns. Research has 
shown an increase in the number of 
governments that conduct Internet 
censorship. In many cases, censorship 
expanded from a narrow base, often 
first starting with pornography but later 
covering other content categories, such as 
political opposition sites (Deibert, 2009). 
This slippery slope of mission creep 
would potentially also apply to the use of 
backdoors by states. Why restrict its use 
to a few counterterrorist cases, when it 
can also be used to combat fraud?

Second, once a company has 
installed a backdoor in a communication 
service or platform for one government, 
other governments will probably want 
one. This would oblige the company 
to devise a cryptographic system with 
hundreds of additional keys (one for 
every agency per country that must 
execute exceptional access warrants) 
on top of the single pair of private and 
public keys per user that they would 
normally design. This would enormously 
complicate the software, and from 
a technical perspective, weaken its 
security. Some governments have 
already weakened collective security 
for national security purposes, such 
as the NSA manipulating the random 
number generators that form the basis 
of RSA security protocols, requiring 
users to switch to different forms of 
cryptography once this became known 
(Checkoway et al., 2014; Menn, 2014). 
For built-in backdoors the design would 
be inherently problematic to manage. 
The third argument concerns the security 
of the decryption keys. By incorporating 
a backdoor, complexity not only weakens 
encryption, but new vulnerabilities 
revolving around key access and storage 
are created. These cryptographic keys 
would be a prime target for hackers, 
whether nation state or criminal. Both the 
NSA and CIA, arguably amongst the 

most technically advanced and secure 
organizations in the world, have already 
had their top-secret offensive toolkits 
leaked or stolen through the Shadow 
Brokers (for Eternal Blue and other 
exploits) and Vault 7 (for other access 
vectors) (Weaver, 2016). The leaked NSA 
exploits were later used in the WannaCry 
Malware that struck a multitude of victims 
in 2017 and caused billions of dollars of 
damage across the world. A compromise 
of decryption keys would have an even 
greater destructive effect: it would render 
the whole encryption system useless. 
From a practical perspective, therefore, 
it is inconceivable that the world’s nation 
states—competing on many levels—will 
be able to keep a backdoor key secret. 
It would also quickly become of use to 
the world’s foreign intelligence agencies 
conducting espionage operations in each 
other’s countries.

Mandates to put backdoors in 
encryption have also been viewed as 
damaging for human rights beyond 
the right to privacy. It is commonplace 
in certain regimes for governments to 
exploit intelligence collection to enhance 
their political stranglehold of a country, 
using data to seek out and clamp down 
on dissenters (Human Rights Watch, 
2017; Kaye, 2015). Thus, preventing 
the installment of backdoors not only 
preserves privacy, but enhances freedom 
of speech and provides security for 
the individual. The debate between the 
prisms of national security and privacy 
can henceforth be seen as a debate 
between collective security and personal 
security. But these concepts overlap 
to an extent: privacy advocates have 
correctly identified the risks of abuse 
by states and argue that such a breach 
of personal security will eventually also 
negatively impact collective security. 
A statement by ENISA and the European 
Union Agency for Law Enforcement 
Cooperation (Europol) has phrased 
similar sentiments: “While this would give 
investigators lawful access in the event 
of serious crimes or terrorist threats, 
it would also increase the attack surface 
for malicious abuse, which, consequently, 
would have much wider implications 
for society” (Europol and ENISA, 2016). 
Interestingly, privacy and economic 
prisms seem to come to more or less 
the same conclusion for this particular 
debate, with protected privacy and 
security—without backdoors—seen as an 
enabler for a growing digital economy.

continued from page 19
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The Official Dutch 
Standpoint on 
Encryption
On the 4th of January 2016, the Dutch 
Minister of Security and Justice sent a 
letter to Parliament outlining the Cabinet’s 
position on encryption. The five-
page paper described the different 
dilemmas involved, the importance 
of the topic and the potential impact 
of certain choices on Dutch society. 
It concluded with the official position 
that the government promised to extol 
internationally. The letter was signed by 
two ministers—the Minister of Security 
and Justice, and the Minister of Economic 
Affairs. The difficulty of striking a balance 
between the different issues at stake 
was described in detail: “There are 
currently no options in a general 
sense, for example, via standards, 
to weaken encryption products without 
compromising the security of digital 
systems that use encryption. For 

instance, introducing technical access 
into an encryption product would make 
it possible for investigation services 
to inspect encrypted files, digital 
systems can become vulnerable to, 
for instance, criminals, terrorists and 
foreign intelligence services. This would 
have undesirable consequences for 
the security of communicated and 
stored information and the integrity of IT 
systems, which are increasingly important 
for the functioning of society” (van der 
Steur and Kamp, 2016, p. 4).

The final paragraph stated the 
official position: “The cabinet endorses 
the importance of strong encryption 
for Internet security to support the 
protection of personal privacy of citizens, 
for confidential communication of the 
government and companies and for the 
Dutch economy. The cabinet is therefore 
of the opinion that at this point in time it 
is not desirable to take restrictive legal 
measures as regards the development, 
availability and use of encryption in the 
Netherlands.” (van der Steur and Kamp, 
2016, p. 4). This official statement on 

encryption, which seemed to appear 
out of the blue, was covered by various 
international news sites (BBC, 2016; 
Hackett, 2016; Moody, no date; Schneier, 
2016). The hedge in the last sentence—
“at this point in time”—is superfluous 
from a legal perspective as governments 
can always change policy. After the 
Parliamentary elections in 2017 and 
the formation of a new government, the 
position on encryption was maintained. 
From an international perspective, the 
Dutch Cabinet position remains unique. 
In other countries, there has been no 
shortage of government departments, 
Cabinet ministers, and Parliamentary 
representatives giving statements 
on the merits or risks of encryption. 
The policy process in the Hague weighed 
all the different governmental and societal 
interests to come up with an integrated 
and comprehensive standpoint, 
which was then communicated to 
Parliament (and abroad) as the official 
Dutch position.

continued on page 22
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To investigate how this official 
standpoint came into being, one of the 
authors interviewed several policymakers 
directly involved in the interministerial 
process on the issue. The civil servants 
worked for the ministries of Defence, 
Economic Affairs, and Justice and 
Security. Another interviewee was 
an aide to a member of Parliament. 
In addition, a representative of the 
Dutch NGO Bits of Freedom (BoF) 
was consulted. The interviews were 
conducted in a semistructured fashion, 
but all participants working for the 
government requested that their names 
not be published. In addition, the 
minutes of Parliamentary debates were 
consulted. While this approach has 
provided valuable insights into the closed 
process of government decision making, 
there are limitations to this methodology. 
Points raised by individual interviewees 
were often corroborated by the others, 
but it cannot be excluded that certain 
developments and negotiation dynamics 
were missed or not well represented in 
the interviews. The first section below 
describes our findings relating to the 
overall process, the second section 
places the interviewees’ considerations 
in our framework of prisms.

Parliamentary Process
Parliament played an important role as 
a catalyst for the government position. 
In its introduction, the government letter 
stated that the official standpoint was a 
follow-up to a pledge made during two 
Parliamentary debates. In the debate 
on June 10, 2015, Kees Verhoeven, a 
member of Parliament for the D66 party, 
asked for the Dutch Cabinet’s reaction 
to the French and U.K. governments’ 
proposition that encryption should 
have a backdoor. This was but one 
of many issues discussed during the 
debate; most time was spent on the 
topics of net neutrality and roaming. 
Henk Kamp, the Minister of Economic 
Affairs, initially replied to Verhoeven’s 
question that the topic of backdoors 
was a rather complicated issue requiring 
a balanced approach, and that he 
himself had not taken a position either 
way. When Verhoeven returned to the 
subject of encryption at the end of the 
debate, Minister Kamp replied that he 
would deliberate whether to address this 
together with the Minister of Security and 

continued from page 21 Justice, and that he would come back to 
the issue in due course (Tweede Kamer 
Der Staten-generaal, 2015b). As the 
Dutch Second Chamber (lower House 
of Parliament) monitors (and influences) 
government policy through written 
questions and Parliamentary debates, 
questions in debates can require a 
subsequent written response from the 
government. In this case, the minutes 
of the debate indicate that the pledge 
to work out a Cabinet position was soft 
(and without a deadline), implying a 
strong role for Minister Kamp in starting 
the government process. In the second 
parliamentary debate noted in the 
standpoint, encryption and backdoors 
are mentioned in relation to capabilities 
for law enforcement. The then Minister 
of Justice & Security (van der Steur) 
mentioned that there was no national 
position on encryption yet but the minutes 
finished with a summary of commitments, 
in which a cabinet standpoint on 
encrypted communication is recorded, 
to be communicated to Parliament within 
a month (the session was on October 
7, 2015) (Tweede Kamer Der Staten-
generaal, 2015a).

As a result of the question by Kees 
Verhoeven, the government initiated 
the process to formulate a position on 
encryption. In principle, the ministry/
minister responsible for the topic 
takes the lead in formulating a policy 
response, aligning with other government 
departments where necessary. Unique 
here is that the Minister of Economic 
Affairs initiated the policy process, but 
that the lead/coordinating authority was 
fulfilled by the Ministry of Justice and 
Security, in close cooperation with several 
other ministries. In the Netherlands, 
the lead ministry for coordinating 
cybersecurity was the Ministry of 
Security and Justice, also responsible 
for the National Cyber Security Centre 
(NCSC) (Boeke, 2017b). As the issue 
of encryption also concerned the 
intelligence and security services, 
the two ministries responsible for these 
agencies were involved in consultations; 
the Ministry of the Interior for the General 
Intelligence and Security Service 
(AIVD) and the Ministry of Defence for 
the Military Intelligence and Security 
Service (MIVD). A civil servant from the 
ministry of Foreign Affairs also joined 
the interdepartmental deliberations. 
A cryptographer was also involved in all 
the discussions, and according to the 

interviewee from the Ministry of Economic 
Affairs, played an important role in 
the process. As encryption is built on 
mathematical concepts, which neither the 
average citizen nor the average politician 
is familiar with, policy options that 
seem like a good idea can prove to be 
impossible when studied in detail, such 
as the golden key. By involving technical 
expertise, the process did not lead to 
unrealistic policy propositions. The civil 
servants interviewed indicated that the 
process of reaching a common position 
was not an easy one. The plan was to 
have the letter ready before the Christmas 
recess; in the end it appeared in early 
January 2016. The interdepartmental 
process did not vary much from regular 
procedures, and the output here 
was focused on formulating a policy 
position rather than legislating new 
law. Several interviewees mentioned 
that the discussions started out from 
different “entrenched positions” and that 
these only softened as the negotiations 
advanced. They emphasized how mutual 
respect and an understanding of the 
different interests—by first allowing for 
clarification of interests before exploring 
whether these could be catered to 
concurrently—contributed to the final 
government position. While the end 
result transcended the initial partisan 
approach of the different government 
representatives, the interviews 
corroborate how initial reasoning followed 
the three prisms.

Transposing the Three Prisms
The Ministry of Economic Affairs was 
concerned about the market’s free 
access to encryption technologies, 
and the reputation of the Netherlands 
in safeguarding Internet freedom. 
Dutch economic growth is greatly 
dependent on ICT; national and 
international companies doing business 
in the Netherlands need to be able 
to trust governmental policy and the 
integrity of encryption. Were backdoors to 
be made compulsory, the Ministry feared 
this would damage the Netherlands’ 
international reputation and reduce 
its attractiveness to international IT 
companies. Contrasting with the debate 
on exceptional access, the Ministry 
of Economic Affairs renewed funding 
for the further development of open 
(i.e., freely adoptable, implementable, 
and extendable) encryption standards 
(Miltenburg, 2015). But the Ministry 
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did not limit itself to the economic 
prism—the policymaker interviewed 
specifically mentioned that the NGO Bits 
of Freedom (which itself operates mostly 
from a privacy prism) was consulted—
perhaps a demonstration of the common 
ground between privacy and economic 
prisms on the topic of backdoors. 
BoF subsequently delivered objective 
sources that helped answer questions 
raised during the process. In turn, BoF 
claimed it represented a wide consensus 
against backdoors from different areas of 
the market, including hardware providers, 
service providers, and notably, the 
provider of cybersecurity solutions to the 
Dutch government; Fox-IT. Dutch civil 
servants also made some use of other 
governments’ deliberations on the issue 
of encryption.

Interviews with officials from the 
Ministry of Defence and the Ministry 
of Justice and Security accentuated 
how policy reasoning transcended 
departmental boundaries. While driven 
by the interests of national security, 
officials described a balanced approach 
in the interviews, sketching how the 
policy process incorporated broader 
dilemmas. For Defence this initially 
meant a narrow position that would 
both support the encryption of its own 
systems and communications, and allow 
the MIVD to execute lawful interception 
of communications (predominantly 
abroad). As the MIVD worked within the 
framework of the Law on Intelligence 
and Security Services, the Ministry of 
Defence judged that this framework 
provided a sufficient mandate. Perhaps 
as with the U.S. and U.K. signals 
intelligence services, encryption was 
seen as more of a national security 

issue than a foreign intelligence one. 
As such, balancing security and privacy 
was seen as a task for government and 
not the ministry, and according to the 
interviewee, Defence in no way pushed 
for backdoors in encryption. At that time, 
the new law for intelligence services was 
under consultation in Parliament, which 
offered the services new possibilities for 
bulk interception and use of metadata in 
targeted collection (Eijkman, van Eijk and 
van Schaik, 2018). This law has since 
been passed.

Furthermore, the Ministry of Defence 
also showed signs of reasoning through 
the economic prism. As many private 
sector companies supply the ministry 
with services (notably the Dutch 
telecommunication provider KPN), 
the Defence sector was concerned 
that backdoors in encryption would 
complicate their relationship with this 
sector. Many departments within the 
Ministry of Defence were dependent 
on private sector parties, and unable 
to fulfill important national security 
missions without their support and 
service. The official in the coordinating 
Ministry of Security and Justice equally 
emphasized balancing the needs 
of specific government agencies 
with security for society as a whole. 
The ministry of Economic Affairs, and 
in particular the Ministry of Foreign 
Affairs, promoted the importance of 
human rights and privacy during the 
process. According to one interviewee, 
the mentioning of “fundamental rights 
and liberties” in the official statement 
primarily came from the Ministry of 
Foreign Affairs. This ministry actively 
supported fundamental rights and 
freedoms abroad (in a variety of settings 

and topics), and later mentioned the 
encryption standpoint in its international 
cyber strategy (called “Building Bridges”). 
It was referenced under the header 
“the right to personal data protection 
and the right to privacy” (Ministerie van 
Buitenlandse Zaken, 2017).

Much of the pressure from Parliament 
on the issue of backdoors focused on 
the issue of privacy. Two members of 
Parliament stand out in their advocacy 
for encryption: Kees Verhoeven (D66) 
and Astrid Oosenbrug (PvdA). The first 
was most active, and as a member of 
a relatively small opposition party at 
the time, Verhoeven was able to put 
several items concerning technological 
developments and human rights on the 
political agenda. His party was one of 
the few to present a technological vision, 
in which encryption was described 
as a fundamental right, emphasizing 
its importance for both economic 
development and democratic freedom 
(Verhoeven et al., 2016). The Dutch 
electoral system of proportional 
representation results in many parties, 
allowing each to cater for different 
niches in the political landscape. 
Oosenbrug, whose party was a member 
of the governing coalition, was less 
prominent on the issue, but did submit 
Parliamentary questions on encryption 
focusing on privacy on a number of 
occasions, sometimes together with 
Verhoeven (Tweede Kamer Der Staten-
generaal, 2017b, 2017a), keeping the 
pressure on the government to both 
formulate a standpoint and then extol and 
support it. According to the interviewee 
at the Ministry of Security and Justice, 
the questions and remarks of these well-
informed Parliamentarians also helped 
the civil servants in their conviction to 
reach a common position on encryption.

As an NGO, Bits of Freedom was 
successful in conveying its position 
on encryption to the general public, 
politicians, and civil servants alike. 
After the Cabinet position was released, 
BoF expressed satisfaction (except 
concerning the “for now” statement) 
but stressed that more support and 
structural investment in digital security 
was needed. The NGO subsequently 
published a position paper that stated 
the following: “The availability and use of 
high-grade encryption is essential for the 
protection of our digital infrastructure and 
communications. It is not only important 
for our democratic freedoms, but also 

The availability and use of high-grade 
encryption is essential for the protection 
of our digital infrastructure and 
communications. It is not only important 
for our democratic freedoms, but also vital 
for innovation and economic growth.
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vital for innovation and economic growth” 
(BoF, 2016, p. 2). On the later concept of 
“hacking-back” by government agencies, 
BoF commented that this seemed to 
be more in line with regular work of 
intelligence agencies but wondered 
what would be done with generic 
vulnerabilities in software and hardware 
found during the process (Zenger, 2016). 
This seems to express a position that 
ex-post usage of weaknesses that 
stem from the normal design and 
implementation of technology are less 
of a problem than ex-ante predefined 
weaknesses that must be taken along 
in development.

There were few other external 
influences on the internal policy 
process. The questions in Parliament 
constituted the catalyst for the objective 
of formulating a common position, but 
this was not followed by additional 
direction or time pressure from MPs. 
Some of the Parliamentarians considered 
the whole decision making process a 
black box, and they had little indication 
of which position would emerge or 
when. The timing and broader context 
of the process did, however, favor strong 
encryption. One of the civil servants 
had informally brainstormed on the topic 
with Jaya Baloo, the chief information 
security officer of KPN, who had a 
very public profile. With the Snowden 
revelations still resonating in the media, 
Baloo had presented a keynote speech 
during the ONE conference in April 2015 
(organized by the Dutch NCSC), wishing 
that everyone would “live long, laugh 
a lot and encrypt everything” (Zaske, 
2015). According to the interviewee at the 
Ministry of Economic affairs, a document 
from the Obama administration was 
used in the interministerial policymaking 
process. This report concluded that all 
options for backdoors had significant 
drawbacks (Anonymous, 2015). There was 
little contact with policymakers from other 
countries regarding the deliberations on 
encryption. For the Ministry of Justice 
and Security, differences in how other 
countries had organized their departments 
were considered a complicating factor.

Aftermath
Some months after the publication of the 
Cabinet’s standpoint, the government 
prosecutor for cybercrime and the 
director general of the AIVD commented 

in the media on how encryption posed 
problems for their fields of work. 
In August 2016, prosecutor Martijn 
Egberts stated that he wanted the 
ability to access—with a warrant—
WhatsApp and other encrypted 
communications (Schellevis, 2016). 
This led to Parliamentary questions 
from Oosenbrug and Recourt (both 
members of the PvdA party, then part of 
the governing coalition). In its response, 
the government referred to its official 
standpoint on encryption (Tweede 
Kamer Der Statengeneraal, 2017a). 
In September 2016, Rob Bertholee, 
then director general of the AIVD, made 
the case for backdoors in encryption 
during an extensive interview with the 
Volkskrant, a major Dutch newspaper. 
Noting the unprecedented threat of 
terrorism and terrorists’ use of end-to-end 
encryption, he openly questioned the 
official position and argued the case for 
exceptional access (Modderkolk, 2016). 
In October 2016 MP Kees Verhoeven 
again submitted written questions 
on the government’s position vis-à-
vis the new French/German initiative 
regarding an international approach on 
access to encrypted communications. 
Here too the government reiterated 
its official standpoint, indicated that 
it had been translated into English 
and that it would be promoted abroad 
(van der Steur, 2016).

Despite expressions of frustration 
by senior Dutch civil servants on the 
policy of no backdoors, the government 
did pass legislation that provided 
law enforcement agencies and the 
intelligence and security services with 
far-reaching mandates to hack and 
conduct surveillance of targets. A new 
controversial law, Computercriminaliteit III 
(cybercrime III), allows the police to hack 
back and install spyware, and destroy 
or disable access to files with the notice 
and take down order (Pool and Custers, 
2017). A renewal of the 2002 legal 
framework mandating the work of the 
two intelligence and security agencies 
was also required, and the law (Wet op 
de Inlichtingen en Veiligheidsdiensten/
WIV 2017) was passed by Parliament 
after an extensive consultation process. 
It became subject to an advisory 
referendum after four university students 
managed to collect the required 300,000 
signatures, and in March 2018 the 
referendum was held alongside the 
municipal elections. With a turnout of 

51.5 percent, 49.5 percent voted against 
the new law, and 46.5 percent for (the 
remainder being blank votes) (Kiesraad, 
2018). After some small adjustments, 
the government implemented the new 
law. Nonetheless, calls for backdoors in 
encryption have continued. In November 
2019 the new Minister of Justice and 
Security (Ferdinand Grapperhaus of 
the CDA party) called for access to 
encrypted communications for the 
justice department in cases where there 
is proof of suspect behavior (Bouma, 
2019). The official standpoint, however, 
remained intact.

Conclusion
As surprising as its announcement was 
in January 2016, the Dutch Cabinet 
position on encryption was the result 
of a long process of interdepartmental 
alignment and coordination. The catalyst 
for an official standpoint appears to lie 
in a question asked by a Member of 
Parliament, Kees Verhoeven, one of the 
few MPs to focus on topics of information 
technology and its implications for security 
and privacy. His party saw the issue not 
only as an item of importance but also as 
an opportunity to politically exploit a niche 
in the fragmented multiparty system of the 
Dutch political landscape. The government 
set to work on establishing a formal 
Cabinet position, with the Ministry of 
Security and Justice taking the lead 
and coordinating the interdepartmental 
process. Various stakeholders inside and 
outside the public sector were included in 
the consultations, including the NGO Bits 
of Freedom and technical experts from 
the intelligence and security services. 
Once established, the standpoint of 
ruling out backdoors in encryption was 
signed by the Minister of Security and 
Justice and the Minister of Economic 
Affairs. Later in 2016, as terrorist attacks 
in France and Germany prompted further 
announcements from these governments 
on the need for exceptional access, Dutch 
MPs requested the government’s opinion 
on these statements. In its replies, the 
Dutch government referred to its official 
standpoint on encryption, and that it would 
promote this position internationally.

Viewing the debate through the 
three different prisms—privacy, national 
security, and economics—helps to 
understand the different positions in the 
backdoor debate, and illustrates the 
wide-ranging implications of a binary 
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decision on the issue. Surprisingly, 
interviews with the civil servants in 
different ministries did not reveal a 
dogmatic reliance on the positions 
inherent in three prisms. Perhaps the 
Dutch culture of political consensus—
the so-called polder model—
contributed. This can be compared 
with a multistakeholder model where 
different stakeholders are involved in the 
decision making process. Considering 
the unique context of political systems 
and cultures, it is therefore difficult to 
extrapolate conclusions from the Dutch 
case to other countries. Differences in 
exposure to terrorism may also have 
allowed for a less heated debate in 
the Netherlands. While the country 
did suffer terrorist acts, the frequency 
and scope of these were more limited 

than in countries like the United States, 
France, and the United Kingdom. 
This could have contributed to a more 
balanced political dialogue (with less 
emphasis on the national security 
prism), although this was not expressed 
by any of our interviewees. The Dutch 
situation highlights that a policy 
process is possible where NGOs and 
technical experts are included, and that 
broader, national interests can prevail 
over parochial ones. Nonetheless, a 
multistakeholder approach frequently 
implies a slow and difficult process, 
culminating in a trade-off or compromise 
between different parties. It is therefore 
remarkable that the Dutch government 
decision was in no way a compromise, 
and clearly ruled out backdoors in 
encryption.

Note
The authors would like to thank the 
anonymous reviewers for their valuable 
comments on earlier versions of the 
article.
1. These interviews were not recorded but 
notes were kept. Most of the interviews 
were conducted on government 
premises where recording equipment 
was not permitted. In addition, recording 
equipment would have influenced the 
openness of the interviews. Several 
interviewees requested not to be quoted 
directly, which is why this article uses 
paraphrased information.
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The EncroChat encrypted communications 
platform has been infiltrated and taken 
out by the collaborative efforts of law 
enforcement agencies from across 
Europe, including the UK’s National 
Crime Agency (NCA), resulting in massive 
disruption to organised criminal activity.

A major provider of encrypted 
communications and supplier of a secure 
mobile phone instant messaging service, 
EncroChat’s encryption was cracked 
by Dutch and French law enforcement 
agencies some time ago.

The bespoke platform was found to 
have 60,000 users worldwide and about 
10,000 in the UK. The NCA said its sole 
use was for coordinating and planning 
the distribution of illicit commodities, 
money laundering, and even plotting to 
murder rivals.

The resulting effort in the UK, dubbed 
Operation Venetic, has so far resulted in 
746 arrests and the seizure of £54m in 
cash, 77 illegal firearms including AK47 
assault rifles, submachine guns and 
grenades, and two tonnes of class A and 
B drugs and illicit Valium, 55 luxury cars 
and 73 luxury watches.

NCA director of investigations Nikki 
Holland described Venetic as the 
broadest and deepest ever UK operation 
to disrupt serious and organised crime.

“The infiltration of this command and 
control communication platform for the 
UK’s criminal marketplace is like having 
an inside person in every top organised 
crime group in the country. The NCA 
is proud to have led the UK part of this 
operation, working in partnership with 
policing and other agencies. The results 
have been outstanding, but this is just the 
start,” she said.

“A dedicated team of over 500 NCA 
officers has been working on Operation 
Venetic night and day, and thousands 

more across policing. And it’s all been 
made possible because of superb work 
with our international partners” she said.

Ms Holland said: “Together we’ve 
protected the public by arresting middle-
tier criminals and the kingpins, the 
so-called iconic untouchables who have 
evaded law enforcement for years, and 
now we have the evidence to prosecute 
them. The NCA plays a key role in 
international efforts to combat encrypted 
comms. I’d say to any criminal who uses 
an encrypted phone, you should be very, 
very worried.”

The operators of EncroChat, who 
charged up to £1,500 for a six-month 
contract on one of their £3,500 encrypted 
handsets – which came complete with 
pre-loaded instant messaging apps, 
encrypted VoIP and a remote kill code 

to wipe them – warned users of a data 
breach on 13 June 2020.

Home secretary Priti Patel said: 
“This operation demonstrates that 
criminals will not get away with using 
encrypted devices to plot vile crimes 
under the radar. The NCA’s relentless 
targeting of these gangs has helped 
to keep us all safe. I congratulate them 
and law enforcement partners on this 
significant achievement.

“I will continue working closely 
with the NCA and others to tackle the 
use of such devices – giving them the 
resources, powers and tools they need 
to keep our country safe.”

In London, the Metropolitan Police 
said Operation Venetic had delivered 
results in 34 ongoing investigations, 
and enabled 171 arrests in the city. 
So far, the Met has charged 99 people 
and seized £13.4m in cash, the largest 
single cash seizure in its history.

The force described one investigation 
into one of London’s most dangerous 
organised crime groups with long-
standing links to violent crime, members 
of which lead lavish lifestyles and lived in 
multi-million pound properties.

“Organised crime groups have used 
encrypted communications to enable 
their offending. They have openly 
discussed plots to murder, launder 
money, deal drugs and sell firearms 
capable of causing atrocious scenes 
in our communities. They were brazen 
and thought they were beyond the reach 
of the law,” said Met commissioner 
Cressida Dick.

“This offending has a direct impact on 
our communities – those involved appear 
to have an air of respectability, but their 
actions leave a trail of misery and are 
inextricably linked to the violent scenes 
we see play out on our streets.”

Cops take out 
encrypted comms to 
disrupt organised crime
2 July 2020

BY ALEX SCROXTON

Organised crime 
groups have 
used encrypted 
communications 
to enable their 
offending. They have 
openly discussed 
plots to murder, 
launder money, 
deal drugs and sell 
firearms capable of 
causing atrocious 
scenes in our 
communities.
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Dismantling of an encrypted 
network sends shockwaves 
through organised crime 
groups across Europe
2 July 2020

EUROPOL/EUROJUST JOINT PRESS RELEASE

At a joint press conference today, French 
and Dutch law enforcement and judicial 
authorities, Europol and Eurojust have 
presented the impressive results of a 
joint investigation team to dismantle 
EncroChat, an encrypted phone network 
widely used by criminal networks.

Over the last months, the joint 
investigation made it possible to intercept, 
share and analyse millions of messages 
that were exchanged between criminals 
to plan serious crimes. For an important 
part, these messages were read by 
law enforcement in real time, over the 
shoulder of the unsuspecting senders.

The information has already been 
relevant in a large number of ongoing 
criminal investigations, resulting in the 
disruption of criminal activities including 
violent attacks, corruption, attempted 
murders and large-scale drug transports. 
Certain messages indicated plans to 
commit imminent violent crimes and 
triggered immediate action.

The information will be further 
analysed as a source of unique insight, 
giving access to unprecedented volumes 
of new evidence to profoundly tackle 
organised criminal networks.

In recent years, European countries 
have been increasingly affected by 
organised crime groups who are pervasive 
and highly adaptive, posing one of 
the most pressing security challenges 
faced by law enforcement and judicial 
authorities. In this regard, the abuse of the 
encrypted communication technologies is 
a key facilitator of their criminal activities.

Since 2017, the French Gendarmerie 
and judicial authorities have been 
investigating phones that used the 

secured communication tool EncroChat, 
after discovering that the phones were 
regularly found in operations against 
organised crime groups and that the 
company was operating from servers in 
France. Eventually, it was possible to put 
a technical device in place to go beyond 
the encryption technique and have 
access to the users’ correspondence.

In early 2020, EncroChat was one 
of the largest providers of encrypted 

digital communication with a very high 
share of users presumably engaged 
in criminal activity. User hotspots were 
particularly present in source and 
destination countries for cocaine and 
cannabis trade, as well as in money 
laundering centres.

Given the widespread use of 
the encrypted telephone solution by 
EncroChat among international criminal 
networks around the world,
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French authorities decided to open 
a case at Eurojust, the EU Agency for 
Criminal Justice Cooperation, towards 
the Netherlands in 2019. Further 
developments in the investigations led 
to organising the processing of the data, 
which was captured on the basis of the 
provisions of French law and with judicial 
authorisation, through the frameworks for 
international judicial and law enforcement 
cooperation.

The data was in first instance shared 
with the Netherlands. Eurojust facilitated 
the creation of a Joint Investigation Team 
(JIT) between the two countries and with 
the participation of Europol, the European 
Union Agency for Law Enforcement 
Cooperation, in April 2020.

Europol has been actively involved 
in the investigations led by France and 
the Netherlands since 2018, relating 
to the provision and use of encrypted 
communication services by organised 
crime groups. Through its role as 
an information hub and its extensive 
analytical and technical support system, 
Europol was able to create and provide 
a unique and global insight on the scale 
and functioning of organised crime, as a 
result of this investigation. This will help 
law enforcement to combat organised 
crime in the future more successfully.

Europol’s support from the early 
stages of this JIT included: promoting 
and arranging international cooperation, 
providing extensive analytical and 
financial support, technical expertise 
and a secured platform for the exchange 
of information between the countries 
involved. A large dedicated team at 
Europol investigated in real time millions 
of messages and data that it received from 
the JIT partners during the investigation, 
cross-checked and analysed the data, 
and provided and coordinated with the 
JIT partners the information exchange to 
concerned countries.

A large number of suspects have 
also been arrested in several countries 
which were not participating in the JIT 
but particularly affected by the illegal 
use of these phones by individuals 
active in organised crime, including in 
the UK, Sweden and Norway. Many of 
these investigations were connected with 
international drug trafficking and violent 
criminal activities.

At the same time, numerous 
operational meetings for the daily 
coordination between the law 
enforcement entities of the JIT partners 

and other countries took place at Europol, 
partly during COVID-19.

Eurojust intensively facilitated the 
judicial cooperation, during the extensive 
use of European judicial cooperation 
instruments such as European 
Investigation Orders. Throughout the 
investigation, the JIT members organised 
five coordination meetings at Eurojust to 
bring all involved parties together in a 
secure environment, identify parallel or 
linked investigations, decide on the most 
suitable framework for cooperation and 
solve potential conflicts of jurisdiction.

In France, where the operation takes 
place under the code name “Emma 95”, 
the Gendarmerie has set-up a Taskforce 
since March 2020. With more than 60 
officers, the Gendarmerie leads the 
investigations targeting the EncroChat 
encrypted telephone solution under 
the supervision of the magistrates of 
the JIRS of Lille. The Taskforce has 
been monitoring the communications of 
thousands of criminals, leading to the 
opening of a wide range of incidental 
proceedings. France does not wish to 
communicate further on these on-going 
investigations nor on the results obtained. 
The considerable resources deployed 
demonstrate the importance of these 
investigations and the importance 
attached to their success in France.

In the Netherlands, where the 
operation went under the code name 
“Lemont”, hundreds of investigators 
have, with authorisation of the examining 
magistrate, followed the communications 
of thousands of criminals day and night 
since the operation began to unravel 
and act on the intercepted data stream. 

The criminal investigation has been led 
by prosecutors from the Dutch National 
Public Prosecution Service and the 
information has been made available 
to about a hundred ongoing criminal 
investigations. The investigation has so 
far led to the arrest of more than 100 
suspects, the seizure of drugs (more than 
8 000 kilo cocaine and 1 200 kilo crystal 
meth), the dismantling of 19 synthetic 
drugs labs, the seizure of dozens of 
(automatic) fire weapons, expensive 
watches and 25 cars, including vehicles 
with hidden compartments, and almost 
EUR 20 million in cash. The expectation 
is that information will be made available 
in more than 300 investigations. In a 
number of cases, more arrests are very 
likely to follow in the coming period.

The interception of EncroChat 
messages came to an end on 13 June 
2020, when the company realised 
that a public authority had penetrated 
the platform. EncroChat then sent a 
warning to all its users with the advice 
to immediately throw away the phones.

While the activities on EncroChat have 
been stopped, this complex operation 
shows the global scope of serious and 
organised crime and the connectivity 
of criminal networks who use advanced 
technologies to cooperate on a national 
and international level.

The effects of the operation will 
continue to echo in criminal circles for 
many years to come, as the information 
has been provided to hundreds of ongoing 
investigations and, at the same time, is 
triggering a very large number of new 
criminal investigations of organised crime 
across the European continent and beyond.

WHAT IS ENCROCHAT?
EncroChat phones were presented to customers as guaranteeing perfect 
anonymity (no device or SIM card association on the customer’s account, 
acquisition under conditions guaranteeing the absence of traceability) and 
perfect discretion both of the encrypted interface (dual operating system, the 
encrypted interface being hidden so as not to be detectable) and the terminal 
itself (removal of the camera, microphone, GPS and USB port). It also had 
functions intended to ensure the ‘impunity’ of users (automatic deletion of 
messages on the terminals of their recipients, specific PIN code intended for 
the immediate deletion of all data on the device, deletion of all data in the 
event of consecutive entries of a wrong password), functions that apparently 
were specially developed to make it possible to quickly erase compromising 
messages, for example at the time of arrest by the police. In addition, the device 
could be erased from a distance by the reseller/helpdesk.

EncroChat sold the cryptotelephones (at a cost of around EUR 1 000 each) at 
international scale and offered subscriptions with a worldwide coverage, at a cost 
of 1 500 EUR for a six-month period, with 24/7 support.
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Introduction
Although no one can deny the 
importance of strong encryption for 
digital economy and digital privacy, it is 
a fact that legitimate anonymity and 
encryption services and tools are being 
misused for criminal activity. The more 
and more common use of encryption by 
offenders to protect their communications 
or stored data poses a serious challenge 
for detection and investigation of crime, 
denying law enforcement the access 
to electronic evidence. This challenge 
is not present only in cybercrime 
investigation, but in investigation of all 
criminal offences which are enabled by 
information technologies whose traces 
may be found in digital devices or whose 
offenders use these technologies to 
communicate and conceal their identity 
and/or location. Because of that many 
traditional investigative techniques and 
digital forensic analysis are used not in 
their full potential or even ineffectively. 
These issues are recognized as a major 
problem by national law enforcement 
agencies (LEA) of Member States 

(MS) and by key stakeholders in fight 
against cybercrime, organized crime 
and terrorism in European Union 
(EU). As the commercial use of strong 
encryption technology has been on 
the increase since 2014 and the use of 
encryption by criminals was recognized 
by Europol and national LEA as a 
significant challenge for detection, 
investigation, and prosecution of all 
areas of cyber-facilitated crime with 
cross-border dimension, depriving law 
enforcement of evidential opportunities, 
EU has debated how to regulate 
encryption in order to tackle this “Going 
dark” problem. The fundamental policy 
question involving encryption is how 
to balance competing values: how to 
promote privacy and spur economic 
growth and at the same time find 
proper tools for crime prevention and 
investigation which are tackled by 
destructive consequences of encryption 
misuse. The aim of this paper is to 
present and analyze the current state of 
encryption debate and possible legal and 
technical solutions for it at the EU level.

Encryption as an obstacle 
in criminal investigation
Since 2016 the ability of LEA to access 
the data needed to conduct criminal 
investigations has been recognized as an 
increasing challenge, as a result of the 
enhanced use of encryption.

In September 2016, the Council asked 
MS to provide answers in a questionnaire 
in order to map the situation and identify 
the obstacles faced by LEA when 
gathering or securing encrypted evidence 
for the purposes of criminal proceedings 
(Council of the European Union (2016a). 
Replies revealed that in the majority of 
MS encryption is encountered often or 
almost always in the context of criminal 
investigations, and this experience is 
present both with regard to online (in the 
form of encrypted emails or other forms 
of e-communication and/or commercial 
applications such as Facebook, 
Skype, WhatsApp or Telegram) and 
offline encryption (most often criminal 
investigation involving encrypted digital 
devices and encrypting applications). 
While national legal framework aimed at 
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securing e-evidence when encrypted is 
considered sufficiently effective, the main 
problem is of technical nature: the lack 
of sufficient technical capacity, in terms 
of efficient technical solutions to decrypt 
and respective equipment, is among 
the top three challenges followed by the 
lack of sufficient financial resources and 
personal capacity, in terms of numbers 
and training of staff.

In 2016 Europol in its Internet 
Organized Crime Threat Assessment 
(IOCTA) pointed to encryption as a key 
threat and serious impediment to the 
detection, investigation, and prosecution 
of criminal activity (Europol, 2016a: 50). 
Twenty European countries reported 
the use of encrypting software by 
cybercriminals to protect their stored 
data, while eight MS specifically stated 
that dealing with encryption is a major 
challenge to investigating cybercrime. 
It was noticed that encryption is no 
longer restricted to desktop computers, 
but it is being used on mobile devices. 
Furthermore, almost half of MS indicated 
that their investigations involved 
the use of some form of encrypted 
communications, such as WhatsApp and 
Viber, which introduced encryption by 
default, by way of end-to-end encryption, 
making communication hard to intercept.

A combination of legislative and 
technical factors, which deny LEA 
access to timely and accurate electronic 
communications data and digital forensic 
opportunities, such as lack of data 
retention and encryption, were recognized 
in IOCTA 2017 as leading to a loss of 
both investigative leads and the ability to 
effectively attribute and prosecute online 
criminal activity (Europol, 2017a: 13). 
While the implementation of the European 
Investigation Order was expected to 

simplify cooperation between judicial 
authorities and expediting investigations, 
existing legal frameworks and operational 
processes need to be further harmonized 
and streamlined for dealing with cross-
border e-evidence. Such measures, 
as well as the parallel EU policy 
processes on encryption, data retention 
and internet governance challenges, 
should thoroughly consider the specific 
law enforcement needs and strive for 
practical and proportionate solutions 
to empower innovative, efficient and 
effective approaches to conducting lawful 
cybercrime investigations. The growing 
prevalence and sophistication of 
cybercrime requires dedicated legislation 
that more specifically enables law 
enforcement presence and action in an 
online environment (Europol, 2017a: 17).

Communication and storage 
applications and devices increasingly 
come with encryption by default, which 
along with data protection and privacy 
issues, means that law enforcement 
can increasingly be denied access 
to the relevant data it needs to locate 
and identify offenders and to secure 
evidence (Europol, 2017a: 41). LEA 
highlighted the difficulties posed by 
encrypted communication apps and 
software, and the use of encryption to 
effectively and indefinitely hide critical 
evidence, applicable across all aspects 
of cybercrime (Europol, 2017a: 63).

Owing to the expansion of Internet 
enabled mobile devices, the wide diversity 
of platforms and services used, the 
easy availability of online anonymity and 
encryption tools and the growing use of 
the Darknet, it became easier for offenders 
to store and share material with lower 
risks of detection, especially in connection 
with online Child Sexual Exploitation 

Material (CSEM) (Europol, 2018a: 9) and 
ransomware (Europol, 2018a: 26).

In June 2019, Europol and Eurojust 
issued assessment on the common 
challenges in combatting cybercrime. 
It is noted that encryption is more and 
more a cross-cutting challenge that affects 
all crime areas, including cybercrime, 
serious organized crime and terrorism. 
EU LEA indicate that a significant and 
increasing percentage of cybercrime 
investigations involve the use of some 
form of encryption to hide relevant data 
and communications evidence. Since 
growing number of electronic service 
providers implement encryption by default 
in their services, law enforcement has 
also observed the increasing misuse 
of and reliance by cybercriminals upon 
secure communication apps and channels 
providing end-to-end encryption, leading 
to that investigative techniques, such 
as lawful interception, are becoming 
increasingly less effective or even 
technically impossible (Europol, Eurojust 
2019a:10). The increased implementation 
of encryption also negatively affects 
digital forensic analysis. Apart from 
the legal challenges, disclosing the 
data or circumventing the encryption 
is not always technically possible. This 
assessment however concludes with 
that although a number of the legislative 
and practical measures addressing the 
identified challenges are making progress 
on both national and international 
levels, the need for a comprehensive 
international legal and practical 
framework to address fundamental 
problems, such as access to cloud data 
and encryption, is more pressing than 
ever (Europol, Eurojust 2019a: 20).
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The criminal abuse of encryption 
technologies, whether it be 
anonymization via VPNs or Tor, encrypted 
communications or the obfuscation of 
digital evidence (especially in cases of 
CSEM) is represented as a significant 
threat highlighted by respondents to 2019 
survey (Europol, 2019a: 56-57). However, 
inaccessibility of relevant data also comes 
due to legislative barriers or shortcomings, 
which we must overcome to enhance 
cross-border access to electronic 
evidence and the effectiveness of public-
private cooperation through facilitated 
information exchange (Europol, 2019a: 7). 
As criminals adapt, law enforcement and 
legislators must also innovate in order 
to stay ahead, and seek to capitalize on 
new and developing technologies. To do 
so, however, law enforcement needs the 
knowledge, tools and legislation required 
to do so quickly and effectively. This is 
also recognized as the main direction of 
EU policy on encryption.

EU position on encryption
Although since 2016 the encryption has 
globally been considered as a major 
obstacle for criminal investigation, 
opposite to Five eyes countries 
commitment to legislating backdoors (Five 
Country Ministerial 2018), there is a clear 
opposition to this approach in the EU.

Europol and ENISA agreed that built-in 
backdoors to encryption do not provide 
a secure fix to police frustrations. The 
directors of the two agencies said that 
while [backdoors] would give investigators 
lawful access in the event of serious crimes 
or terrorist threats, it would also increase 
the attack surface for malicious abuse, 
which consequently would have much 
wider implications for society (Europol, 
ENISA 2016). As both France and Germany 
suffered terrorist attacks throughout 
2015/2016, including attack in Paris in 
November 2015 and in Nice in July 2016, 
at the meeting of French and German 
interior ministers on August 23rd 2016, they 
called for feasible solutions to decryption, 
but without weakening the protective 
mechanisms, both in legislation and 
through continuous technical evolution that 
would afford security agencies the ability 
to access encrypted data and enable 
courts to demand that Internet companies 
decrypt data to help further criminal 
investigations (Tech Crunch (2016, August 
24). In December 2016, ENISA issued 

opinion in which it recognized requests 
of law enforcement for creating means 
to circumvent encryption as protection 
measures as legitimate, but also stressed 
out that limiting the use of cryptographic 
tools would create vulnerabilities that can 
in turn be used by terrorists and criminals, 
and lower trust in electronic services, which 
would eventually damage industry and civil 
society in the EU (ENISA 2016, 16).

Because all MS, except five of them, 
favored the need for practically orientated 
measures (more resources and tools) 
prevailed over the need for adoption 
of new anti-crypto legislation at the EU 
level, the Council endorsed the four-steps 
approach as basis for the future work in this 
regard: A. Launch of a reflection process 
on the challenges faced by criminal justice 
in relation to the use of encryption with 
the purpose to define practical solutions 
that would allow the possible disclosure 
of encrypted data/ devices through an 
integrated EU approach and framework; 
B. Explore possibilities for improving the 
technical expertise both at the national 
and EU level to face current and future 
challenges stemming from encryption; C. 
Encourage the members of the European 
Judicial Cybercrime Network to bring 
to its forum for discussion, exchange of 
information, good practices and expertise 
also the practical/operational aspects related 
to encryption; D. Deepen the practical/
operational aspects of the encryption-related 
trainings for LEA provided by EU entities 
and increase the capacity building efforts 
(Council of the European Union, 2016b).

In the Resolution passed in early 
October 2017, the European Parliament 
explicitly asked MS to refrain from enforcing 
measures that may weaken the networks 
or services that encryption providers offer. 
The Resolution stressed that feasible 
solutions must be offered, via both 
legislation and continuous technological 
evolution, in aligning the conditions for 
the lawful use of investigative tools online 
(European Parliament 2017).

Besides, the Cybersecurity strategy 
(European Commission 2017a) recognized 
encryption as a vital tool for the protection 
of personal data and fundamental 
rights, the Commission adopted on 18 
October 2017 its position on encryption 
used by criminals, embedding it in its 
anti-terrorism package in the Eleventh 
progress report towards an effective 
and genuine Security Union (European 
Commission 2017b). The Commission 
set out a package of anti-terrorism 

measures including measures to support 
law enforcement and judicial authorities 
when they encounter the use of encryption 
by criminals in criminal investigations. 
These includes (a) legal measures to 
facilitate access to encrypted evidence, 
and (b) technical measures to enhance 
decryption capabilities. As for the legal 
measure, creation of appropriate legal 
framework for cross-border access to 
electronic evidence that would overcome 
challenge of cross-border access to 
electronic evidence located in another 
country was announced. Technical 
measures do not mean prohibiting, limiting 
or weakening encryption. Instead of that 
1) the Commission will support Europol to 
further develop its decryption capability; 
2) a network of points of expertise should 
be established, with Europol as a network 
hub to facilitate collaboration among them; 
3) MS authorities should have a toolbox 
of alternative investigation techniques at 
their disposal to facilitate the development 
and use of measures to obtain needed 
information encrypted by criminals, and 
the European Cybercrime Centre (EC3) 
at Europol should be the best-placed to 
set up and keep a repository of those 
techniques and tools; 4) the attention 
should be paid to the important role of 
service providers and other industry 
partners in providing solutions with strong 
encryption; 5) training programs for law 
enforcement and judicial authorities should 
ensure that responsible officers are better 
prepared to obtain necessary information 
encrypted by criminals; 6) the Commission 
will support the development of an 
observatory function in collaboration with 
the EC3 at Europol, the European Judicial 
Cybercrime Centre (EJCN) and Eurojust. 
So, instead of legislating backdoors, the 
Commission appears to be exploring 
alternative approaches, including investing 
in decryption. Although the Commission 
opted for non-legislative approach by 
building on Europol’s existing toolbox of 
decryption capabilities, because these 
technical measures could mean anything, 
they could highlight the shortcomings of 
current laws and policies and thus fail to 
safeguard encryption in the longer term, 
leaving the door open to future legislation 
toward the so-called backdoors for LEA 
to access private data.

The Commission proposed to fund 
and develop means to break encryption 
without prohibiting, limiting or weakening 
encryption, but workarounds applied in 
achieving this goal could pose a legal 
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challenge, especially if it is in a form of 
government hacking developed and used 
without an adequate legal framework 
and often without respect for national or 
international human rights safeguards. 
Since the current debate about encryption 
has become too polarized, with tech 
companies unnecessarily framing the issue 
as a zero-sum game, in which any tool that 
provides lawful access to law enforcement 
will necessarily compromise user privacy, 
the EU advocates targeted approaches to 
the development of new investigative tools 
that are proportionate to the crime that was 
committed. This approach is consistent 
with the Commission’s prior commitment 
to research functional encryption: 
technologies that would change the way 
data is encrypted in the first place to allow 
law enforcement to gain selective access 
to data in certain circumstances, instead 
of granting all or nothing law enforcement 
access to a device (European Commission 
2019). In other words, the aim is to come 
up with a solution that could be later 
implemented by service providers and 
device manufacturers so that all three sides 
of the “Going dark” debate (the user, the 
provider and the government) are satisfied.2

Role of Europol
The current non-legislative approach to 
encryption in EU is focused on enhancing 
the technical capabilities already 
available within Europol and encouraging 
their use by MS in the respective limits 
of its mandate, as well as the further 
developing of Europol as European 
Centre of expertise on encryption.

As concluded in Report in 2017 that 
most MS do not have access to the 
right level of expertise and technical 

resources, which seriously challenges 
law enforcement and judicial authorities’ 
ability to access encrypted information in 
criminal investigations, the Commission 
has supported Europol ever since to 
further develop its decryption capability.

Since 2014, Europol has been offering 
Member States support in decrypting 
data carriers or mobile phones. The unit 
is based at the EC3. EC3 provides 
operational capabilities, such as advanced 
digital forensic, technology tools and 
platforms. According to Consolidated Annual 
Activity Reports (CAAR), this decryption 
platform was so far used on 35 occasions 
during 2014 with no indication of successful 
results (CAAR 2014, 15), 3 on 26 occasions 
during 2016 with no indication of successful 
results (Europol 2016b: 30), during 2017 
it was used on 28 occasions achieving 
successful results 9 times (Europol, 2017b: 
30), during 2018 on 32 occasions achieving 
successful results 12 times (Europol, 
2018 b: 38), and on 59 occasions during 
2019 with a 39% successful decryption 
rate (Europol, 2019b: 28).

Additional resources were provided for 
Europol to enable its EC3 support to MS to 
address challenges related to encryption 
in criminal investigations.4 While in the 
Report from December 2017 (European 
Commission (2017c), the Commission 
stressed that the assessment of the specific 
needs for additional resources was ongoing, 
in January 2018 the Commission declared 
it would amend the 2018 Europol budget 
with an additional EUR 5 million to reinforce 
Europol’s capabilities to decrypt information 
lawfully obtained in criminal investigations 
(European Commission, 2018).5 This amount 
was aimed to set up a new dedicated 
Decryption Platform in cooperation with the 

EU Joint Research Centre (JRC), which 
was finally created in early 2020.6

IOCTA 2019 declared that EUROPOL 
is at the forefront of law enforcement 
innovation and acts as a knowledge 
platform for the provision of EU policing 
solutions in relation to encryption and 
other issues. In order to play an active 
role in the efforts of law enforcement 
against the use of encryption for criminal 
purposes, EC3 focuses on digital forensics 
and cross-departmental encryption 
support for recovering encrypted criminal 
data and will be further developing 
and utilizing its potential to perform 
as a European center of expertise on 
decryption (Europol 2018 b:15, 24). 
Europol has the function of a network 
hub to facilitate collaboration among 
national expertise points7 and Europol’s 
EC3 was elected as the best-placed to 
set up and keep a repository toolbox of 
alternative investigation techniques and 
tools at disposal to MS to facilitate the 
development and use of measures to 
obtain needed information encrypted by 
criminals. EC3 will expand the toolbox 
available to law enforcement officers 
across Europe and beyond, increasing 
their technical and forensic capabilities 
(Europol, 2019a: 4). Such a toolbox has 
not been developed yet, and one may 
doubt that national LEAs might be willing 
to share sensitive encryption-cracking 
forensic tools and expertise across 
borders without the impetus of legislation. 
Europol’s EC3 has observatory function in 
collaboration with the European Judicial 
Cybercrime Centre (EJCN) and Eurojust. 
Europol and Eurojust released joint “First 

2. For instance, EU will contribute over EUR 4.2 million to FENTEC project developing “functional encryption” (“FE”) technology. FE has recently been introduced as 
a new paradigm of encryption systems with the aim to overcome all-or-nothing limitations of classical encryption. In an FE system the decryptor deciphers a function 
over the message plaintext: such functional decryptability makes it feasible to process encrypted data (e.g. on the Internet) and obtain a partial view of the message 
plaintext. These systems would effectively encrypt private messages and data and at the same time they would allow law enforcement to obtain a partial view of the 
message plaintext.
3. There are no available data on the use of decryption platform in 2015 in CAAR 2015.
4. The Commission proposed a total of 86 additional security-related posts for Europol (19 more than in the 2017 budget), in particular to reinforce Europol’s EC3. Future 
technological developments should be taken into account on the basis of research and development under the Horizon 2020 program and other EU-funded programs.
5. After that, encryption has not been mentioned in the reports, concluding the 20th Report from 30th October 2019.
6. These funds were received in May 2018 (CAAR 2018, 9). Meetings with the different stakeholders to capture the requirements were held and different cooling 
technologies and equipment contracting options were considered. Service Level Agreement (SLA), facility and security requirements and budget planning with regards 
to the offsite platform located within one of the premises of the JRC were finalized in 2018. One decryption expert was recruited and worked on the development 
of a decryption manual that would serve as valuable input for the project. In May 2019, Europol addressed a note to the European Parliament and the Council with 
information regarding decryption platform at Europol, in which they explained that the JRC computing room and involved services were used by Europol to support 
the decryption activities to be conducted by Europol. The support would consist of the setup and maintenance of high-performance computing platform for decryption 
located in one of the JRC’s premises. The realization was planned for 2019 – 2020 (operational use in 2020), while afterwards an addendum would be attached and 
signed for the maintenance period. Europol and the JRC finalized a service level agreement (SLA) which covered the design, procurement, installation, configuration, 
maintenance and administration of a High Performance Computing decryption platform at Ispra (Italy). The first meeting of the Steering Committee took place in 
June and the first equipment and tests were scheduled for Q4, with the go-live planned for Q1 2020. However, due to some challenges the JRC was facing with the 
contractor working on the building integration the go-live of the project was delayed to Q2 (Europol, 2019b: 27).
7. For example, capacity building for LEA community continued and three training courses on Hashcat were organized and delivered by the Forensic team to (24) MS 
representatives. Additionally, an internal course on applied Python programming was delivered to Europol staff by members of the Forensic team. Two decryption expert 
groups were created in 2019. The first one for practitioners who attended the Hashcat training course delivered by Europol and the second one (End-to-End Encryption 
E2EE) for those experts who attended the Encryption Network meetings organized by the Forensic team. Europol acquired new tools to enable the extraction of data 
from password protected mobile devices (Europol (2019b: 28).
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Report of the observatory function on 
encryption” in January 2019 (Europol, 
Eurojust (2019b) and “Second Report of 
the observatory function on encryption” 
in February 2020 (Europol, Eurojust 
(2020) containing relevant statements or 
propositions made with respect to how 
law enforcement can potentially cope with 
encryption and its related challenges. 

Conclusion
Encryption is more and more a cross-
cutting challenge that affects all crime 
areas, including cybercrime, serious 
organized crime and terrorism, and 
significant and increasing percentage of 
investigations involve the use of some 
form of encryption to hide relevant data 
and communications evidence. Because 
growing number of electronic service 
providers implement encryption by 
default in their services, law enforcement 

has also observed the increasing misuse 
of and reliance by cybercriminals upon 
secure communication apps and channels 
providing end-to-end encryption, leading to 
that investigative techniques, such as lawful 
interception, are becoming increasingly 
less effective or even technically impossible. 
Apart from the legal challenges, disclosing 
the data or circumventing the encryption 
is not always technically possible. This 
assessment however concludes with that 
although a number of the legislative and 
practical measures addressing the identified 
challenges are making progress on both 
national and international levels, the need 
for a comprehensive international legal and 
practical framework to address fundamental 
problems, such as access to cloud data 
and encryption, is more pressing than ever.

Since 2016 encryption has been 
recognized as an obstacle to criminal 
investigation and therefore a threat to 
security in Europe. As data access policies 
and capabilities differ among MS, problems 

with encryption in criminal investigations 
vary from one MS to another. There is 
also the problem with legal frameworks 
for cooperation between MS and states 
outside the EU, while they are considered 
as slow and inadequate for addressing 
forms of cross-border criminal cases 
involving encrypted information. In order to 
counter the criminal abuse of encryption, 
LEA need proper tools, techniques and 
expertise in digital forensics. They must 
be equipped with adequate training and 
resources to obtain and handle electronic 
evidence in situ using techniques, such 
as live data forensics. LEA should continue 
to monitor trends in the use of applications 
and software by cybercriminals and 
maintain awareness of the different 
investigative opportunities and challenges 
that each provides. It is essential for LAE 
to build and maintain relationships with 
academia and private industry as they may 
be able to assist or advise law enforcement 
where it lacks the technical capability.
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The Telecommunications and Other 
Legislation Amendment (Assistance and 
Access) Act 2018 (the Assistance and 
Access Act) addresses law enforcement 
and intelligence agencies’ challenges 
with the evolution of the communications 
environment, including the growth of 
encrypted communication.
The Act:
 § enhances the obligations of businesses 

that provide communications services 
to assist agencies

 § establishes new ‘computer access 
warrants’ for law enforcement

 § strengthens agencies’ existing search 
and seizure powers for computers 
(including mobile devices) to access 
unencrypted data

Schedule 1 – Industry Assistance
In the modern era, criminal activity 
is frequently conducted online and 
through communications systems. 
Australian agencies need the help of the 
communications industry to detect and 
disrupt this activity.

Schedule 1 of the Act establishes 
a framework for government and the 
communications industry to work together 
on law enforcement and national security 
investigations, allowing:
 § agencies to request voluntary 

assistance from providers with a 
technical assistance request

 § agencies to require assistance from 
providers with a technical assistance 
notice where the provider is already 
capable of giving the required assistance

 § the Attorney-General and Minister for 
Communications to jointly require a 
provider develop a new capability with 
a technical capability notice where 
the provider is not already capable of 
offering that type of assistance

Schedule 1 of the Act provides that:
 § any assistance or capability requested 

must be reasonable, proportionate, 
practicable and technically feasible

 § assistance to law enforcement must 
be related to investigating offences 
with a maximum penalty of at least 
three years imprisonment or more

 § providers may be asked to build or 
use capabilities that can provide 
targeted access to data where this 
does not remove electronic protection 
or jeopardise the information security 
of general users

Schedule 1 of the Act does not:
 § allow for assistance that creates 

‘systemic weaknesses’ or backdoors 
into encrypted devices and 
communication systems. This includes 
requesting or requiring providers:
 § refrain from fixing vulnerabilities 

or making their services more 
secure

 § build a decryption capability, or
 § reduce the broader security of 

their systems
 § allow agencies to see the content 

of personal communications, or 
intercept communications – these 
things continue to be governed 
by existing legislation and warrant 
regimes

 § compel providers to build a 
capability to remove electronic 
protection

 § extend existing data retention or 
interception obligations to new 
providers

Other safeguards to Schedule 1 of the 
Act include:
 § review of technical capability 

notices upon referral by providers 
to determine if they abridge any of 
the Act’s limitations, such as the 
backdoors prohibition

 § a whole-Act review by the 
Independent National Security 
Legislation Monitor

 § decisions by agencies and the 
Attorney-General are subject to 
judicial review

 § any requests by State and Territories 
police must be approved by the 
Australian Federal Police which will 
coordinate compulsory requests 
across Australia

 § extensive oversight from dedicated 
bodies including the Commonwealth 
Ombudsman and the Inspector-
General of Intelligence and Security

Schedule 2 – Computer Access 
Warrants
Schedule 2 of the Act creates computer 
access warrants, which allows law 
enforcement:
 § to covertly access devices to 

investigate serious crimes

Assistance 
and Access Act 
Overview
Source: Information provided by the Department of Home Affairs
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 § to search devices such as laptops, 
mobile phones and USBs, and collect 
information

 § to conceal the fact that a device has 
been accessed

Schedule 2 of the Act also amends 
ASIO’s existing warrant regime with the 
power to conceal the fact that a device 
has been accessed.

Law enforcement computer access 
warrants must be issued by an independent 
authority (a judge or AAT member) and 
cannot authorise interference with, or 
material loss or damage to, a computer.

Computer access warrants can be 
sought only for serious offences (offences 
that attract a penalty of three years or more).

Schedule 3 and 4 – Strengthening 
search and seize powers
Schedules 3 and 4 of the Act extend 
the maximum penalties associated with 
the power of a Magistrate to require an 
individual unlock a device where they 
know the password:
 § In the Crimes Act, from two years to 

five years imprisonment – ten years 
for serious offences

 § In the Customs Act, from six months 
to five years imprisonment – ten years 
for serious offences

Schedules 3 and 4 of the Act also extend 
the time available for examining electronic 
devices seized under warrant:
 § In the Crimes Act, from 14 to 30 days
 § In the Customs Act, from 72 hours to 

30 days
Schedule 3 also allows police to access 
account-based data (i.e. social media 
accounts) via a search warrant.

Limitations & Safeguards
There are a number of key limitations 
located throughout Part 15 of the 
Telecommunications Act. Some key 
safeguards are contained within Division 
7 of the Part. These include:
 § Requirements and requests must not 

contravene the prohibition against 
building or implementing systemic 
weaknesses or vulnerabilities – 317ZG

 § A TAR, TAN or TCN must not be used 
to do things for which the requesting 
agency would otherwise require a 
warrant or authorisation – 317ZH

 § New capabilities must not require 
the construction of interception 
capabilities or data retention 
capabilities (for a TCN) – 317ZGA

No systemic weaknesses
Systemic weakness, so-called 
‘backdoors’, weaken the digital security of 
Australians and others.

This is why notices under the Act 
cannot require a provider to implement or 
build systemic weaknesses into electronic 
protection. The Australian Government 
has no interest in undermining systems 
that protect the fundamental security of 
communications. This includes an explicit 
prohibition on building a decryption 
capability or requiring that providers 
make their encrypted systems less 
effective.

Notices cannot prevent a provider 
from fixing a security flaw in their 
products. Providers can, and should, 
continue to update their products to 
ensure customers enjoy the most secure 
services available.

The prohibition against systemic 
weakness (‘backdoors’) was clarified 
and strengthened following a review by 
the Parliamentary Joint Committee on 
Intelligence and Security.

What is a systemic weakness
Section 317B defines a systemic 
weakness/vulnerability as ‘a weakness/
vulnerability’ that affects a whole class 
of technology…’. The term ‘class of 
technology’ is deliberately broad and 
captures general items of technology 
across and within a category of 
product. It encompasses, for example, 
mobile phone technology, a particular 
model of mobile phone, a particular 
type of operating system within that 
phone model or a particular type of 
software installed on an operating 
system. The wide scope is intended to 
protect the services and devices used 
by the whole, or legitimate segments 
of, the general public and business 
community.

Further elements of the definition 
clarify that the inherently targeted 
surveillance activities of agencies are 
not captured by this definition. However, 
new subsections 317ZG(4A), (4B) and 
(4C) make clear that even requirements 
to assist in these legitimate and 
authorised agency activities must not 
have the inadvertent effect of weakening 
information security. That is, industry 
cannot be asked to do things that would 
be likely to create a material risk of 
unauthorised access to the information 
of a person not connected to an 
investigation.

The intent and application of the 
protection is to provide for targeted, 
proportionate access and prevent 
weakening cybersecurity.

What is ‘electronic protection’
Electronic protection includes encryption. 
However, the Act’s prohibition against 
systemic weaknesses also extends to 
other forms of electronic protection, 
including authentication systems like 
passwords.

Warrant to undertake surveillance
The framework does not serve as an 
independent channel to obtain private 
communications, metadata or undertake 
surveillance. Section 317ZH of the Act 
states that if a warrant or authorisation 
was required before, it is still required. 
Interception of communications, access 
to metadata or search powers still 
require existing thresholds to be met. 
Further, providers can’t be asked to 
build an interception, data retention or 
decryption capability (or build anything 
that removes a form of electronic 
protection, like encryption).

In order to undertake these privacy-
intrusive activities, agencies must 
seek a warrant or authorisation under 
the Telecommunications (Interception 
and Access) Act 1979 (TIA Act) 
or Surveillance Devices Act 2004. 
Agencies must meet the applicable 
thresholds and receive independent 
approval.

Additional safeguards for TCNs
Independent assessments of any 
new capability
To attain third-party verification that the 
Act’s legal protections are not being 
circumvented (and that requirements 
are otherwise reasonable, proportionate, 
practical and technically feasible) 
industry may refer any requirements to 
build a new capability for review by a 
technical expert and a retired senior 
judge. The findings on this assessment 
panel are extremely influential on 
the decision to issue a notice by the 
Attorney-General. Industry may also 
apply for judicial review of executive 
decisions as an inherent part of the 
Australian legal system.

Added safeguards against data 
retention, interception and others
None of the powers can be used to 
require the construction of a data 
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retention, interception or decryption 
capability. Additional safeguards exist 
to prevent new capabilities built under a 
TCN from extending telecommunications 
interception, data retention or users’ 
browsing history. These are set out at 
317ZGA.

Reasonable, proportionate, 
practicable and technically feasible
Decision-makers must be satisfied 
that a TAR, TAN or TCN is reasonable, 
proportionate, practical and technically 
feasible. These decisions, by law, 
include consideration of industry 
interests, necessity, privacy, cyber 
security and intrusiveness. In addition 
to mandatory consultation, this ensures 
any representations of industry are taken 
into account and decision-makers turn 
their mind to the impact on the Australian 
public.

Decision-makers must revoke a 
technical assistance notice or technical 
capability notice if satisfied that any 
ongoing requirements are no longer 
reasonable, proportionate, practical or 
technically feasible. This ensures that 
any requirements on industry are under 
constant assessment and continue to 
meet the necessary thresholds, even as 
circumstances change.

Review by the courts, experts 
and arbitration
Affected people and companies have 
an avenue to challenge a decision to 
issue a notice. Judicial review by the 
courts is available under the Judiciary 
Act 1903.

Independent technical experts may 
be appointed to report on any potential 
security weaknesses associated with 
requirements of TCNs.

Arbitration for disputes on terms 
and conditions
In the exceptional cases where providers 
and Government disagree on the terms 
and conditions for compliance with a 
notice, an arbitrator will determine terms 
and conditions.

Oversight mechanisms
The scope of notices is limited to 
core agency functions and a serious 
offence threshold
Things specified in notices must be 
for the purpose of helping an agency 
perform its core functions conferred 
under law, as they specifically relate to:

 § enforcing the criminal law for serious 
Australian offences, or

 § assisting the enforcement of the 
criminal laws in force in a foreign 
country for serious foreign offences, 
or

 § safeguarding national security.
As a result of these requirements, 
law enforcement agencies are only 
permitted to use these powers in the 
course of enforcing a criminal offence 
with a penalty of three years or more 
imprisonment, domestically or overseas.

Providers must be informed of their 
obligations and their right of complaint
If a notice or request is given under the 
Act, the issuer must give advice relating 
to the provider’s obligations.

This ensures that smaller providers 
will clearly understand their requirements. 
When issued with a TAN or TCN, 
providers must also be informed of 
their right to lodge a complaint with the 
Commonwealth Ombudsman or IGIS, 
depending on the issuing agency.

Information is protected
Unauthorised disclosure of information 
about, or obtained under, a notice is an 
offence. This ensures that any assistance 
is provided on a confidential basis and 
the sharing of information, including 
commercially sensitive information is 
restricted.

Additional reporting requirements 
add to transparency
The public has visibility of the use of 
the powers through annual reporting 
requirements. The Minister is required to 
publish a written report every financial 
year that sets out the number of technical 
assistance notices and technical 
capability notices. Providers may produce 
transparency reports disclosing the number 
of notices received in a six month period. 
Providers may also apply for conditional 
disclosure exemptions to reveal the 
nature of assistance they have provided.

Powers reserved to senior decision-
makers
The power to issue TCNs is reserved 
for the joint authorisation of the 
Attorney-General and Minister for 
Communications. Requirements under 
TANs can only be set by the head of 
ASIO or an interception agency or 
a senior official in their organisation 
delegated by them.

Approval of State and Territory 
notices by AFP
Before a TAN can be issued by a police 
force of a State and Territory it must be 
approved by the AFP Commissioner. 
The Commissioner will act as 
centralised coordinator and is intended 
to reduce duplicate requests, enable 
the exchange of relevant information 
across jurisdictions and advise on the 
types and forms of assistance commonly 
requested.

Joint ministerial approval of TCNs
Before a TCN can be issued, it must 
be approved by the Minister for 
Communications in consideration 
of the notice’s objectives, the 
legitimate interests of the provider, 
the notice’s impact on the international 
competitiveness of the Australian 
communications industry and any 
representations made by the Attorney-
General. This joint approval mechanism 
is an additional avenue for industry to 
feed directly into the decision-making 
process.

Extensive oversight by the Inspector-
General of Intelligence and Security 
(IGIS) and the Commonwealth 
Ombudsman
The powers are oversighted by the 
IGIS (for ASIO, ASD & ASIS) and the 
Commonwealth Ombudsman (AFP, 
ACIC and State & Territory Police). 
This oversight includes:
 § Notification to these bodies when 

the powers are issued, variations, 
extension, revocation.

 § Clear inspection and reporting 
authority, including explicit 
discretion for the Commonwealth 
Ombudsman to conduct an 
inspection, report on that inspection 
and have that report tabled in 
Parliament.

 § Information sharing provisions which 
allow exchange of information under 
the regime between Commonwealth, 
State and Territory oversight bodies.

Review by the Independent National 
Security Legislation Monitor (INSLM) 
and Parliamentary Joint Committee on 
Intelligence and Security (PJCIS)
The operation of the Assistance and 
Access Act and each of its 5 schedules 
has recently been reviewed by the INSLM 
and the PJCIS is currently conducting a 
review into the legislation.
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The Telecommunications and Other 
Legislation Amendment (Assistance 
and Access) Act 2018 (the Assistance 
and Access Act) creates a pathway 
for industry to deliver assistance to 
law enforcement and intelligence 
agencies where necessary. It does 
not allow for mass surveillance, the 
creation of decryption capabilities, the 
implementation of so-called ‘backdoors’ 
or the issuing of ‘secret notices’ on 
employees of communications providers.

The Assistance and Access Act is 
focused on seeking help from corporate 
entities that are critical to the supply of 
communications services and devices 
in Australia. It does not discriminate 
between foreign and Australian 
companies conducting business offshore 
or place obligations on persons by virtue 
of their Australian citizenship.

Some common myths about the 
Assistance and Access Act are identified 
and corrected below.

This law has created backdoors 
and undermines information 
security
The Assistance and Access Act contains 
an express prohibition against building 
or implementing any weakness or 
vulnerability in software or physical 
devices that would jeopardise the 
security of innocent users. This is found 

in section 317ZG of the Act which 
also makes clear that any assistance 
that makes a system’s encryption or 
authentication less effective for general 
users is strictly prohibited. This same 
section prohibits the construction of new 
decryption capabilities and rules out 
any requirements that would prevent a 
company from patching existing security 
flaws in their systems.

All proposed requirements to build 
a new capability can be referred to 
an independent assessment panel 
consisting of a technical expert and a 
retired judge. This panel must consider 
whether the proposed requirements 
contravene the explicit prohibition against 
‘backdoors’.

In fact, the Act has no ability to compel 
a company to build any type of capability 
that removes a form of electronic protection, 
like encryption. That is, if the company 
is not already capable of decrypting 
something, nothing in the Act can require 
them to build a capability to do it.

This law does not have adequate 
oversight
All requests and requirements on industry 
are subject to extensive independent 
oversight by either the Inspector-
General of Intelligence and Security, 
the Commonwealth Ombudsman or 
State and Territory oversight bodies. 

The relevant Commonwealth body is 
notified whenever a notice for assistance 
is issued, varied, extended or revoked. 
When an agency issues a notice, they 
must notify the company of their right to 
complain to the relevant body. Both the 
Commonwealth Ombudsman and the 
Inspector-General of Intelligence and 
Security have the authority to inspect 
agency use of these powers by relevant 
agencies at any time. These bodies 
may make reports to Parliament on the 
outcome of their inspections.

Compulsory powers carry additional 
oversight measures to ensure they are 
used appropriately. For example, where 
a State or Territory law enforcement 
agency issues a notice to compel 
technical assistance, it must first be 
reviewed by the Australian Federal Police 
Commissioner.

Strict oversight also applies 
before a company can be compelled 
to build a new capability. Technical 
capability notices may only be issued 
by the Attorney-General. The Attorney-
General’s decision must also be 
reviewed and approved by the Minister 
for Communications. This creates 
a double-lock approval process to 
ensure the assistance sought has been 
thoroughly scrutinised and is reasonable, 
proportionate, practicable and technically 
feasible.

Debunking the Myths 
– Australia’s Assistance 
and Access Act
Common myths and misconceptions
Source: Information provide by the Department of Home Affairs
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A company may also refer any 
requirement to build a capability to 
an independent assessment panel 
consisting of a retired senior judge and 
a technical expert. This panel must 
consider whether proposed requirements 
will inadvertently create a backdoor. 
Further, any decision to compel 
assistance may be challenged through 
judicial review proceedings.

Public transparency is insufficient
Given the sensitive work done by law 
enforcement, security and intelligence 
agencies and the need to protect 
commercially sensitive information, 
it will not always be possible to disclose 
sensitive details of how assistance 
has been provided. This principle is 
consistent with the current protections 
given to operational intelligence held 
by Australia’s law enforcement and 
intelligence community.

Visibility over the use of the industry 
assistance powers is possible through 
mandated annual reporting requirements 
which require law enforcement 
agencies to record the number of times 
each power is used within a 12-month 
period and also disclose the type of 
offences the powers were used to 
investigate. This data will be included 
in the annual report required to be 
prepared under subsection 186(2) 

of the Telecommunications (Interception 
and Access) Act 1979 alongside data 
concerning the use of related warrants 
and authorisations.

Companies and their specified 
personnel are also authorised to make 
statistical disclosures to reveal the 
number of requests and notices received 
over the course of a six-month period 
and reveal whether that assistance was 
voluntary or compulsory. Additionally, 
where a company provides assistance 
they may seek authorisation from the 
issuing agency to disclose information 
about this assistance. This process will 
ensure operational details are protected, 
while giving companies the possibility 
to inform interested parties about the 
help they are giving to authorities. 
Provision for these disclosures appears 
in subsections 317ZF(13) and 
317ZF(14) – (17).

Police use this law to prosecute 
minor offences
The industry assistance powers are 
only available to agencies in limited 
circumstances. There is an express 
requirement that the industry assistance 
powers can only be used by police 
to enforce the criminal law for serious 
offences, being offences that involve 
a penalty of at least three years 
imprisonment.

To access communications content 
and data an underlying warrant 
or authorisation is still required. 
For example, the legislation does not 
replace the need for police to seek a 
warrant from an independent authority 
to intercept communications. Generally 
these warrants are available for offences 
punishable by a maximum of seven years 
imprisonment or more.

The availability of these powers 
may expand due to scope creep
The list of agencies with access to 
industry assistance powers can only 
be expanded through legislative 
amendment, which would include further 
parliamentary scrutiny. Only Australia’s 
core law enforcement, security and 
intelligence agencies are able to utilise 
the industry assistance powers.

The Five Eyes alliance may take 
advantage of this law
The Assistance and Access Act is an 
Australian solution to an Australian 
problem – it was not requested by, 
or designed for, Australia’s Five Eyes 
partner countries. While the Five Eyes 
share intelligence for security purposes, 
foreign assistance in connection with 
information obtained under this legislation 
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will be undertaken consistent within the 
established mutual legal assistance 
process or through existing, and 
bounded, channels of cooperation.

Foreign partnerships are critical to the 
detection and disruption of transnational 
crime and attacks that are coordinated 
through several countries.

The industry assistance powers 
for intelligence gathering are limited 
to collecting intelligence connected 
with Australia. This is because the Act 
requires a geographical nexus between 
the activities of a company and Australia. 
Further, access to content or non-content 
data through industry assistance powers 
requires a valid warrant or authorisation.

Capabilities built by the 
Government will leak
Both industry and law enforcement 
and security agencies have robust 
procedures in place to protect sensitive 
information and have made significant 
investments in the development of strong 
cyber security protocols that will be used 
to secure information relating to any form 
of assistance. Additionally, Australia’s law 
enforcement and security agencies are 
experienced in managing operational 
sensitivities and will take steps to 
minimise risks or exposure of information.

This law has lead to mass 
surveillance
The Assistance and Access Act does 
not authorise mass surveillance. The 
Act expressly prohibits the Government 
from requiring a company to build an 
interception capability or a data retention 
capability. Any requirements must be 
reasonable, proportionate, practicable 
and technically feasible and are subject to 
independent oversight and judicial review.

If conducted, digital surveillance 
must be consistent with existing legal 
regimes, like the warrant process for 
intercepting telecommunications in the 
Telecommunications (Interception and 
Access) Act 1979.

The powers available under these 
laws are inherently targeted.

This law can compel employees 
to work in secret without the 
knowledge of their organisation
Media reporting that has proposed this 
scenario is incorrect and misleading. 
The industry assistance framework 

is concerned with getting help from 
companies not people acting in their 
capacity as an employee of a company.

Requests for assistance are served on 
the corporate entity itself in line with the 
deeming service provisions in section 
317ZL. A notice may be served on an 
individual if that individual is a sole-trader 
and their own corporate entity.

A company issued with a notice 
can disclose information about it under 
paragraph 317ZF(3)(a) in connection 
with the administration or execution of 
that notice. This allows an employer to 
disclose information to their employee 
and vice versa in the normal course of 
their duty.

Additionally, a company may disclose 
statistical information about the fact that 
they have received a notice consistent 
with subsection 317ZF(13). Further, 
companies and their specified personnel 
may disclose notice information for 
the purposes of legal proceedings, 
in accordance with any requirements 
of law or for the purpose of obtaining 
legal advice. The notices themselves 
are therefore not ‘secret’ but information 
about their substance is controlled 
to protect sensitive operational and 
commercial information.

This law harms Australia’s 
tech sector
The Assistance and Access Act and, 
specifically, the industry assistance 
powers are not unique to Australia. 
This legislation came after the passage 
of the UK’s Investigatory Powers Act 2016 
and New Zealand’s Telecommunications 
(Interception Capability and Security) 
Act 2013, both of which deal with similar 
subject matter and provide powers 
to compel assistance from private 
companies.

During the development of the 
Australian legislation, the Government 
recognised concerns that the possibility 
of undisclosed changes to a company’s 
services could harm products’ 
competiveness at market. To answer 
these concerns, the legislation includes 
provisions for companies to publish 
statistics regarding the number of 
requests or notices they have received 
in a six month period under subsection 
317ZF(13) – including where this 
number is zero – and make conditional 
disclosures to interested parties about 
assistance given under subsections 
317ZF(14)-(17). In practice, this leaves 

most companies unaffected, as they 
will be able to disclose that they have 
not been asked to provide assistance, 
while companies who do assist can 
demonstrate that their systems are not 
compromised by the assistance they 
have provided, consistent with the law’s 
explicit protections against the creation 
of backdoors or the degradation of 
security features.

Australian companies and their 
employees are hardest hit by 
this law
Companies that supply communications 
services and devices in Australia, 
regardless of whether they are 
incorporated in Australia or not, may 
be the subject of technical assistance 
obligations under the Assistance and 
Access Act. The measures do not 
place a greater burden on Australian 
companies nor do they allow authorities 
to compel Australian citizens working for 
communications companies offshore. 
Additionally, if issued a notice, Australian 
companies who primarily conduct 
business overseas are only obliged to 
assist Australian authorities to the extent 
that their activities relate to products and 
services being used within Australia. 
Services provided by Australian 
companies to persons offshore that relate 
to activities offshore are not classified as 
‘eligible activities’ for the purposes of the 
legislation and are thus not captured by 
these laws.

The Act’s provision for penalties 
against individuals is not intended to 
apply to employees of a non-compliant 
company. If a company does not 
comply with their assistance obligations, 
any enforcement action that may be 
undertaken will apply to the enterprise. 
Penalties for individuals in the legislation 
are for the purpose of potential 
enforcement proceedings against 
sole-traders and individuals acting 
as businesses.

Criminal offences for the disclosure 
of sensitive and protected information 
(including sensitive commercial 
information) apply equally to Government 
officials and agency personnel and are 
consistent with secrecy provisions in 
other Commonwealth laws. Importantly, 
a suite of exceptions to the offence of 
unauthorised disclosure applicable to 
providers and specified personnel are 
listed in subsections 317ZF(3), (12B), 
(13), (15) and (16).

continued from page 39
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